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EXAMPLES OF FLIGHT MODEL VALIDATION AND EVALUATION 
The follow sections contain three case studies demonstrating some of the key issues surrounding 

the development of aerodynamics models for use in flight simulation. The first project described below 
was an engineering simulation model development effort in direct support of a military trainer 
configuration development and flight support. In this case the simulation was modified with wind-tunnel 
data then validated. The simulation was then used to explore new flight characteristics and help 
determine aircraft modifications. Once modifications were made to the aircraft, the airplane was flight 
tested to validate the prediction made with the simulation. The second example provided is a validation 
and update effort to improve the fidelity of the US Navy’s F/A-18CD engineering High-Lift Aerodynamics 
model. The F/A-18 validation effort demonstrates a novel approach to simulation model validation using 
flight data. The last case study presented here is an AV-8B trainer model development and validation 
effort, where reduced flying-qualities and performance data, flight data, and pilot opinion were used to 
update and validate an aerodynamics model. 

Before presenting the case studies, a review of terminology in the context in which it is to be used 
in the studies provided below. 

Case Study Terminology 

Model Development 

Model development is the process of improving an existing model to increase functionality.  

Model Functionality 

Model Functionality, as used in this presentation, is the ability of a model to account for the 
physical and operational state of the object being modeled. For example, increased aerodynamics model 
functionality can be the addition of data to allow the modeling of independent control surfaces. Another 
example may be the introduction of data to expand the angle-of-attack range for which the model is valid. 

Model Verification and Validation 

The terms verification and validation are often misused which can lead to confusion. Below are 
the respective formal definitions of each word. 

Verification – Process of proving to be true by evidence; confirm
1
 

Validation – Process of basing on evidence or sound reasoning 

The key words that differentiate the two meanings are “proving” and “confirm” rather than 
“basing.” Comparisons to verify models should result in NO appreciable error. Comparisons to validate 
usually contain a certain level of acceptable error.  

A good example of a verification effort is the process of confirming the functionality and output of 
a simulation model has not changed after a rehost to another computer or language. An example of a 
validation is the comparison of climb performance test results in a simulation with flight data. 
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Figure 1. Definition of verification and validation. 
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Direct Simulation Overdrive (DSO) 

Direct simulation overdrive is a technique that may be used during simulation validation and 
verification and involves replacing simulation variables at each time step during a simulation run to 
compute a new simulation state. The data used to replace simulation variables may come from another 
simulation, flight data, or some other analytical means. The objective for using DSO is to minimize 
propagated errors during verification and validation tasks. By overdriving a simulation variable that is 
state based, small modeling errors will not adversely affect simulation comparisons. During direct 
simulation overdrive, the aircraft state is computed by the simulation at each time step. An example 
application of this technique is the DSO of control surface deflections from a flight test maneuver. As seen 
in the diagram below (Figure 2), flight test-recovered histories of surface deflections are used to replace 
simulation computed surface deflections. This ensures that the remainder of the simulation uses identical 
deflections to those used in flight. The output of the simulation then reflects the integrated simulation 
response to measured control surface deflections. 

Model Isolation Overdrive (MIO) 

Model isolation overdrive is similar to direct simulation, but typically more simulation variables are 
overdriven and the simulation state is NOT computed at each time step. During MIO simulation runs, all 
required input to a model must available for overdrive, such as body axis rates, attitude angles, surface 
deflections etc. The MIO technique allows the verification and validation engineer to isolate a particular 
simulation model during a simulation run. This is a valuable capability to have during validation and 
verification efforts since it allows the engineer to compare the simulation force and moment output directly 
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Figure 2. Diagram illustrating direct simulation overdrive. 
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Figure 3. Diagram illustrating model isolation overdrive. 
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with flight test extracted results with no propagation errors though integration. An MIO example is provide 
in the diagram below, Figure 3.  

In this example the aerodynamics model is isolated. All inputs to the aerodynamics model are 
overdriven, The output from the model represents the aerodynamics model’s response to the measured 
input. The output of MIO runs is not simulation-state time dependent, unless there is an internal 
simulation state being computed by the isolated model. 

Direct Coefficient Comparison (DCC) 

Direct coefficient comparison, as presented in the case studies, is the process of comparing the 
output of a MIO in coefficient form with coefficients extracted from flight data. 

Data Consistency and Compatibility 

In the case studies below you will read the terms data consistency or data compatibility. The 
terms refer to validation data quality. Data quality is vitally important in all simulation model development 
validation efforts regardless of the techniques used. The cliché of “garbage in = garbage out” truly applies 
in the world of simulation development and validation.  

Data consistency is the ability to verify data with data from another source. For example, 
redundant measured flight-test parameters can be used for data consistency checks. Such a check might 
involve reconstructing sensor locations from measured data and comparing them to known location. 
Often, data consistency checks result in further calibration of measured data. 

Data compatibility is the ability to use data with other sources of data. This ensures “apple to 
apple” comparison. The task of checking and ensuring data compatibility can be a simple as checking the 
units of two signals to be compared or combined some how, or a complicated as performing several axes 
transformations to ensure forces you are measuring are in the same coordinate system. 

System Identification (System ID)/Parameter Identification (PID) 

System Identification involves the identification of a mathematical model form that represents a 
given dynamical system. Parameter identification is the art and science of identifying physical 
characteristics of an object from the dynamics response of that object to a prescribed input. In typical 
modeling efforts, system ID is used as a first step to determine model dependency and functionality. 
Regression techniques are often used here. Once a suitable model has been postulated or identified, PID 
can be used to identify model parameters. Both processes involve the minimization of a cost function by 
estimating parameters in a given set of equations. Several methods/techniques exist for performing 
System ID and PID. The main issue that accounts for differences in techniques are the assumptions used 
for the criterion used to optimize the estimates. The assumptions are dependent on the existence of 
external disturbances such as gusts or vibration and measurement noise in the data. Techniques can be 
categorized in one of three main groups, Equation Error, Output Error, and advanced Statistical 
Techniques, which include Maximum Likelihood and Kalman Filtering Techniques. The following 
paragraphs provide a brief overview of equation error methods and output error methods. Since the case 
studies to be provided did not make use of the advanced statistical techniques, only minor mention of 
them is made here. A more detailed discussion may be found in the references provided at the end of this 
section. 

Equation Error techniques are based on the principal of least squares. The technique is 
commonly used in curve fitting and regression analysis. The method minimizes the “equation error” which 
can be defined as the difference between the computed model output and true output. The result is model 
representing measured data with a smooth curve. Equation error estimates are solved directly, but can be 
biased by measurement error in the truth data. Estimate variance is affected directly by measurement 
noise and process noise.  

Figure 4 contains an example of the computation flow to estimate aerodynamics force derivative 
using the equation error technique. Control deflection data and state information from a maneuver are 
used with the measured output from the flight in the least squared solution to compute the coefficients.  

Output Error techniques minimize the errors of between the model output and actual output of the 
system using the same input. The method assumes that no gusts or turbulence are present and only the 
measured output contains noise. Output error estimates require a nonlinear optimization, which in turn 
requires an iterative solution. 
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Figure 5 contains the same estimate of aerodynamics force components above, but using an 
output method. In the output error case, the model uses model states to compute the model output. This 
output in addition to measured output is then needed along with model sensitivities in the parameter 
estimator.  

The Maximum Likelihood method is similar to the output error method, but uses the condition 
probability density function, also called the log likelihood function, as the cost function, Where output error 
methods typically use a cost function similar to the mean-squared error between estimated output and 
measured output. The basic principle of the maximum likelihood method is to provide estimates that will 
“most likely” yield the measure output.  

Automated Fidelity Testing (AFT) 

AFT is a batch-mode operation of a simulation that performs programmed maneuvers then 
compares results with defined data. Typically these defined data are acceptance criteria data that have 
been obtained from flight test data. Maneuvers are performed simple pilot models that have been 
adjusted to meet maneuver requirements. AFT typical included maneuvers such as accelerations, 
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Figure 4. Diagram illustrating computational flow of and equation error estimation. 
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Figure 5. Diagram illustrating computational flow of and output error estimation. 
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decelerations, climbs, stalls, spins, doublets, take-offs, landings, etc. Automated-Fidelity Testing can a 
valuable tool in the development and long-term support of a simulation model when used appropriately. It 
can be used for both validation and verification of simulation models. When analyzing results from AFT, 
the engineer must assess the quality of the performed maneuver. Sometimes AFT can result in 
maneuvers that are flown much better than they were when the “truth” data being used for comparison 
were collected. All AFT maneuver input and execution must match the maneuvers that were flown during 
flight tests, otherwise AFT comparisons with data from the flight tests will be meaningless.  

Desk-Top Piloted Simulation (DPS) 

Desktop-Piloted Simulation is an evaluation technique that can save time and money during a 
flight model development effort. Recent advances in simulation tools have made desktop pilot simulation 
an affordable reality. In the past, and in some cases in the present, flight models are developed and 
validated without being flown in real-time. Many of these models are intended for flight training devices 
and flight simulators and are not flown in real-time until integrated with lab or trainer hardware. This can 
make for a bad situation. Batch-mode checks of the flight model do not guard against discontinuities in 
the model. Therefore if discontinuities exist, they are revealed once the model is implemented with the 
hardware and flown in real time. Much time can be spent rectifying the situation and can sometimes lead 
to a kludged model. This process occupies hardware assets and can be expensive if lab fees are involved 

If the flight model development engineer has the ability to evaluate the model in real-time on the 
same computer being used for model development, these issues can be resolved before hardware 
integration. Another advantage in using desktop-piloted simulation during flight model development is the 
ability to “fly” complicated maneuvers that are difficult to run in a batch mode, thus allowing for a more 
comprehensive validation effort. Using DPS, a flight model engineer could pre-fly an entire simulation test 
plan prior to having a pilot ever see the simulator. This allows the engineer to verify model continuity and 
perform preliminary flying qualities and performance check that require manned flight. This approach 
greatly improves the chances that the first piloted evaluation with the flight simulator will be a success. By 
preparing the engineer for what to expect from the model, evaluation test plans can focus on particular 
areas of the flight envelope where pilot opinion is vital thus resulting a reduced requirement for expert 
pilot evaluation and simulation lab time. 

Expert Pilot Evaluation (EPE)  

Expert Piloted Evaluation is the evaluation of a flight model or entire simulation by pilots certified 
to fly the particular aircraft in question. Only pilots with expertise are suited to determine whether or not a 
simulation behaves like the actual aircraft. Unfortunately, because of typical hardware limitations, such as 
latency and in some cases the lack of motion queues, a pilot’s perception can be skewed. Therefore, 
comments should be analyzed with recorded simulation response data. This perception problem is the 
main reason simulation engineers should make use of several different pilots during a simulation 
evaluation.  

Tuning 

Tuning is the act of making small, pointed modifications to a model to achieve a desired 
response. This modeling technique is most often applied to areas of the flight envelope where little flight 
data exist. Adjusting a model to please a single pilot should not be standard practice. Always attempt to 
get a second opinion. Once the model is modified, try to have a third pilot perform the final evaluation. 

Tuning can also be used to match a prescribed output from flight test data, but can be a risky 
modeling technique that will lead to an inconsistent, inaccurate model if not done properly. Model tuning 
should always be performed with discipline and expertise. As with tuning to piloted assessment, the 
simulation engineer should avoid model modifications given a single discrepancy. A good rule to abide by 
is the “multi-symptom” rule. Attempt to find at least two symptoms that point to a specific modeling 
deficiency. 
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Case Study: Flight Model for a Military Trainer Configuration, Part II 

Introduction 

A military trainer configuration (Figure 6) 
flight model development effort was discussed in 
Part II of the Math Modeling section of the 
course. As mentioned, the flight model for the 
Joint Primary Aircraft Training System (JPATS) 
competitor under went major modification. Wind-
tunnel data were collected and implemented to 
supplement existing data in the model. This 
case study focuses on the validation and 
evaluation of the aerodynamics model and 
illustrates the application of a commonly used 
validation technique. The study also provides a 
discussion of how results lead to further model 
modifications

2
. 

Pitching Moment Validation using Model Isolation Overdrive 

During the development of the flight model, analysis of wind-tunnel test results showed a 
discrepancy in pitching-moment data between wind-tunnel data that were used the simulation 
aerodynamics model (Convair) and data collected during the dynamic wind-tunnel tests in the Bihrle 
Applied Research Large Amplitude Multi-Purpose Tunnel (LAMP). As a result, flight test data 
comparisons were used to determine the appropriate data set to be used in the aerodynamics model. To 
do this, Model Isolation Overdrive was used to generate simulation output that was suitable for comparing 
with flight data. 

Data from flight test were used to drive the input to the aerodynamics model and extract 
aerodynamics coefficients. Using measured rate and acceleration data from flight tests, total pitching 
moment coefficients were computed for comparison with simulation results.  

 

Figure 6. Military trainer three-view diagram 

 

 

Figure 7. MIO comparison of pitching moment with flight test. 
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Evaluation of the flight test data 
revealed that as angle of attack 

excursions exceeded 30 angle of 
attack, a repeatable discrepancy 
between the flight test and simulation 
predicted pitching moment coefficient 
occurred (Figure 7). Examination of the 
pitching moment components showed 
that the basic airframe pitching moment 
was responsible for the majority of the 
simulation pitching moment.  

The only other component of 

consequence, DCme, was much 
smaller in comparison. Further, the 
increase in nose down moment 
consistent with the mismatch was 
concurrent with the variations in the 
basic pitching moment data. Evaluation 
of the test data used in the basic 
airplane pitch buildup, from Convair 
tests, show a sharp nosedown break 

above 30 angle of attack (Figure 8). 
Comparison with equivalent pitch data 
taken from the LAMP tests do not 
exhibit as sharp a break.  

The original model used the 
Convair data because of the higher Reynolds number test conditions, but additional influences, potentially 
blockage or proximity to a tunnel surface apparently adversely affected the higher angle of attack data. 
When the configuration pitch characteristics seen in the LAMP test data were substituted in the 

simulation, the pitch matches were greatly improved above 30 angle of attack, as shown in Figure 9. 
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Figure 8. Comparison of new Cm with original Cm. 

 

Figure 9. MIO comparison of pitching moment with flight test. 
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Applications of the Validated Simulation  

Recovery Technique Development 

Early in the flight test program, spin recoveries were seen to periodically exhibit what was 
referred to as a “Flick-Roll”. This recovery motion, as shown in Figure 10, resulted when following release 
of controls the airplane pitched down rapidly during a large oscillation cycle. Typically the airplane would 
experience a large sideslip excursion at an angle of attack where the lateral stability of the airplane would 

impose a very large rolling moment. Subsequent roll rates exceeded 250/sec.  

The repeated experience of these rates caused concern during the flight test program, since the 
effect of the high roll acceleration on the wing fuel cells was not known. Following a repetitive occurrence 
of this maneuver, there was discussion of stopping the test program because of safety issues. Concurrent 
with this experience, spin recovery procedures were being evaluated with the simulation and for the 
current recovery procedure, all controls released simultaneously, identical roll rate behavior was 
observed. Further work with the simulation revealed that maintaining aft stick following the release of the 
pro-spin rudder reduced the roll oscillations. After the yaw rate subsided, aft stick could be released to 
bring angle of attack to the normal flight regime. Although this recovery technique required a minimal 
increase in time to recovery, the reduction in roll rate was judged a significant improvement, and this 
recovery sequence became the recommended recovery technique. Following acceptance of this control 
input sequence, the flight test program was permitted to proceed.  

Aircraft Spin Characteristic Modification 

As the test program continued, the magnitude of the spin oscillations were judged to be 
unacceptable for a training environment. The motion of the spin was quite uncomfortable with high roll 
accelerations and pitch angles that oscillated from nose up to pointing straight down, Figure 11. A few 
months into the test, it was decided that an attempt to reduce the oscillations through a possible external 
modification would be undertaken. Parametric evaluations using the simulation had shown that the roll 
due to yaw rate term, Clr , was a key damping characteristic influencing the spin oscillation. The value of 

 

Figure 10. Flight history of the “flick roll” during spin recovery. 
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Figure 11. Flight test history of the original spin entry and recovery. 

 

Figure 12. Simulation history with modified roll damping. 

this term, as obtained from LAMP tests went unstable in the post-stall region and it was this characteristic 
that produced the spin oscillations. When the term was modified to remain positive, a much smoother 
spin resulted (as shown in Figure 12, in comparison to Figure 11). Subscale free spin testing conducted 
at NASA Langley revealed that the addition of forebody strakes had the effect of reducing the spin 
oscillations. As a consequence of this, additional tests on these and other modifications were conducted 
at Convair and LAMP to acquire the required simulation database. LAMP dynamic tests showed the 
sensitivity to strake position and length on their ability to influence C lr , as shown in the plot of Figure 13. 
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Limited visualization and component testing suggested that the vorticity shed from the strakes influenced 
the wing’s contribution to this damping term. Spin simulation using the static and dynamic test data 
indicated that longer strake length would be required in order to minimize the spin oscillations, rather than 
the shorter length originally selected. These results were verified in flight, where smooth spins required 
the longer strake. A typical spin obtained with this configuration is shown in the flight test data of Figure 
13. This behavior was judged to be a very satisfactory for training with good entry, spin and recovery 
characteristics and became the designated baseline.  

Summary 

Model Isolation overdrive was successfully applied during the validation of the high-angle-of-
attack portion of the aerodynamics model. It allowed engineers to determine the source of modeling 
deficiencies and resolve data discrepancies. The validated simulation then proved vital to the flight test 
program, where engineers used the simulation to evaluate spin recovery techniques. 

The simulation was used to further analyze alternate spin characteristics and perform a 
parameter study to achieve a desired spin characteristic. The process contributed to a modification to the 
actual aircraft. Data collected from the flight tests correlated well with the original simulation predictions.  

This case study is a good example of the capability of simulation to provide valid predictions of 
specific high-angle-of-attack motions and characteristics. In this instance the model was used for 
engineering needs at well as flight test training. 

 

 

Figure 13. Flight test history of spin with strake modifications. 
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Case Study: F/A-18C/D High-Lift Aerodynamics Model Evaluation 

Introduction 

The validation work described below was performed by the US Navy Flight Vehicle Simulation 
Branch in Patuxent River MD and made use of several different methods of model validation. The text 
provided herein focuses on the validation methodology and provides details pertaining to the lateral 
directional predictive capability of the model. The effort lead to additional wind-tunnel testing and model 
modification conducted by Bihrle Applied 
Research.  

The original simulation of the F/A-18 A/B 
(Figure 14) was received by the Navy from 
McDonnell-Douglas Aerospace (MDA) in 1983 
and modified to fit the FVSB standard simulation 
architecture, known as the Controls Analysis 
and Simulation Test Loop Environment 
(CASTLE).

3
 Since then, the Navy has made a 

considerable effort to improve the F/A-18 
simulation Up/Auto-aerodynamics model using 
wind-tunnel data, parameter identification (PID), 
and adjustment based on pilot flying-qualities 
assessments.

4,5,6,7
 Less attention has been 

given to the high-lift aerodynamics models. 
The main goal of this effort was to 

perform a comprehensive evaluation of the 
F/A-18 simulation high-lift aerodynamics model’s capability to accurately predict aerodynamic coefficients 
for the Fighter-Escort loading (FE) using flight data spanning the normal flight envelope as defined in the 
United States Navy F/A-18 NATOPS flight manual.

8
 

Validation Data 

Flight data were collected during a dedicated flight-test program, using F/A-18A BuNo 161744 
(SD-102), a Lot V single-seat aircraft. The test article was representative of a production aircraft and was 
equipped with a Quick Installation Data System (QIDS) package to record variables from the 1553 MUX 
bus on magnetic tape.

9
 

Data for this effort were collected in the Fighter-Escort (FE) loading in the full-flaps (PA) and half-
flaps (PA1/2) configurations. In the PA configuration, the trailing-edge flaps (TEF) are drooped to 45° and 
the ailerons are drooped to 42°. In the PA1/2 configuration, the TEF and ailerons are both drooped to 30°. 
Data were collected at nominal angles of attack of 6˚, 8.1˚ (on-speed), 10˚, and 12˚ at 5,000 ft altitude in 
both PA and PA1/2 configurations. Data were also collected with roll- and yaw-control augmentation off 
(known as CAS/DEL/DEL mode) in the PA1/2 configuration. Maneuvers flown during the data collection 
flights included pitch, roll, and yaw 3-2-1-1s and Steady-Heading Sideslips (SHSS). The 3-2-1-1 is a 
variable duration dual cycle square wave doublet designed to have broad spectral content and yet be 
easy for the pilot to fly.

10
 A total of 19,431 data points, collected at a 20 Hz sample rate, were available, 

with 8,478 data points in the PA configuration and 10,953 in the PA 1/2 configuration.  
Flight data were analyzed for consistency among redundant data sources then evaluated for 

kinematic consistency. In cases where the data were not consistent, a maximum-likelihood algorithm was 
used to identify flight data correction parameters.

11
 Biases were identified and applied to angular-rate and 

linear-accelerometer measurements. Angle-of-attack measurements required scaling corrections. In 
addition to bias and scale corrections, measurement delays were identified in angle-of-attack, airspeed, 
angular-rate, and the linear-acceleration measurements. Corrections made to the data were relatively 
small, but improved data consistency.

12
 

 

Figure 14. Three-view diagram of the F/A-18A. 
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Simulation Aerodynamics Model Structure 

The FVSB F/A-18A-D simulation high-lift aerodynamics model consists of a detailed nonlinear-
model-component build up based on look-up tables created from wind-tunnel data with minor adjustments 
based on flight data. The equation set below contains the model structure for both full- and half-flap 
configurations. 

Two baseline configurations are implemented in the high-lift model. The PA baseline 
configuration features ailerons drooped to 42°, TEF drooped to 45°, and Leading-Edge Flaps (LEF) at 
15°, with all remaining control surfaces undeflected. The PA1/2 baseline features ailerons and TEF 
drooped to 30° with LEF at 15°. Each model assumes a standard FE loading. Various increments for 
centerline tank, interdiction loading, and two-seat canopy are added to the basic model as appropriate. 

Validation Methodology 

Two approaches were used to evaluate the high-lift model. Direct aerodynamic coefficient 
comparisons were performed for each of the maneuvers to assess the overall predictive ability of the 
model. Nonlinear-model comparisons provided detailed information pertaining to specific discrepancies in 
the model. The following sections describe each process. 

Direct Coefficient Comparison 

Aerodynamic coefficients extracted from flight data were compared with corresponding 
coefficients predicted by the simulation model. Additional statistical figures of merit were used to 
categorize different types of errors and the overall level of fidelity of the simulation aerodynamics model  

Aerodynamic coefficients were extracted from the corrected flight data using equation set (1). All 
moment coefficients were referenced to 25% mean aerodynamic chord. Estimates of thrust were 
generated by the simulation’s engine model using MIO. Because of the lack of a properly instrumented 
engine and uncertainty in the thrust estimates, the simulation’s drag model was not assessed. This 
uncertainty was also propagated to a lesser extent to the reconstructed lift and pitching moment. 
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Simulation-predicted coefficients were obtained by driving the high-lift-aerodynamics model with 
flight data without propagating the equations of motion. The results of this process are simulation-
predicted aerodynamic force and moment coefficients for a specific measured aircraft state. These were 
plotted along with the flight-test reconstructed coefficients for evaluation. 

The coefficient comparisons were assessed by visual inspection and by using Theil statistics, 
equations (2) and (3). Theil’s inequality coefficient, equation (2), is a normalized measure of agreement 
between two signals.

13
 It is the RMS error between the two signals, normalized by the combined RMS 

value of both signals. The inequality coefficient is always between zero and one, with zero representing 
an exact match and one representing the “worst” case match. Worst case matches are obtained when 
one signal is zero and the other signal is nonzero, or when the signals are perfectly negatively correlated. 
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The inequality coefficient can be decomposed into bias, variance, and covariance proportions of 
inequality as in equation set (3). The error proportions are normalized such that each proportion is 
between zero and one and the sum of the three proportions is unity. Each of the error proportions 
provides insight to the source of error between the signals. The bias proportion indicates how much of the 
error can be attributed to a bias between the two signals.  

(2) 
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The variance proportion is a measure of how much of the error is correlated with the two signals, i.e. is 
attributable to a scaling difference. The covariance proportion is a measure of how much of the difference 
is uncorrelated with the signals. Typically this is a result of random variations (noise), but it can also be 
caused by model structure errors. 

This technique yields an overall view of the simulation model fidelity, and is helpful in identifying 
gross errors. However, it provides only limited information pertaining to error sources. A more detailed 
approach is required to identify specific sources of error. 

Nonlinear Model Comparison 

Equation-error identification techniques were used to identify nonlinear models from the flight 
data and simulation-predicted coefficients.

14
 The equation-error technique is time-independent, therefore 

maneuvers were concatenated and analyzed as ensembles of data points to enhance information 
content. Nonlinear spline models for the aerodynamic coefficients were identified using stepwise 
regression.

15
 Comparison of these models allowed for a detailed evaluation of specific sources of error. 

The form of the longitudinal models was postulated as in equation (4), and the lateral-directional 
models as in equation (5). Previous work has shown that the lateral-directional aerodynamics are 
sensitive to TEF deflection, therefore independent models were identified for the PA and PA1/2 
configuration maneuvers.

5 
The TEF and drooped aileron deflections were modeled as perturbations from 

the nominal deflections. Nominal TEF and drooped-aileron deflections were 45° and 42° respectively for 
the PA configuration, and 30° each for the PA1/2 configuration. The TEF term that appears in equation 
(4) was only used for the PA model, as the PA1/2 data had no significant off-nominal TEF deflections. 

The baseline longitudinal model terms, CLo() and Cmo(), were modeled as first-order splines. 

The remaining model terms were modeled as zeroth-order splines, i.e. piecewise constants. Each of the 
model terms were allowed to vary with angle of attack, by specifying spline knots at various angles of 

(3) 
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attack from 4° to 13°. Each coefficient term and spline knot in the model is associated with a particular 
regressor in the stepwise-regression procedure. Regressors are selected for inclusion in the model based 
on the significance of the regressor in the model. Regressors were retained if the partial F-statistic was 
greater than 7.0. This single criterion, which indicates a regressor’s significance in the model, allows a 
number of marginally acceptable parameters to be included in the identified models. Since the purpose of 
the model-identification step was to indicate the basic causes of the observed modeling errors, their 
general magnitude and possible angle-of-attack functionality, a more detailed analysis was not 
considered appropriate. A detailed model identification includes more stringent selection criteria to identify 
an optimal model but avoid over-parameterization.14 
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Because of the high correlation between differential stabilator and aileron, it was not possible to 
identify independent model terms for these parameters. In this analysis, differential-aileron derivatives 
contained inherent differential stabilator effects as well. A similar correlation existed between pitch rate 

and  . Once again, a combined derivative was identified which incorporated both pitch-rate and   

effects. The combined derivative terms are signified with primes in the model structure. A similar problem 
existed with the angle-of-attack, average leading-edge-flap (LEF), and flared-rudder terms. The F/A-18 
control system scheduled average LEF and flared rudder with angle of attack in both PA and PA1/2 
modes, leading to high correlation between these parameters. Combined scheduled LEF and flared-
rudder effects are inherent in the identified model terms. 

A unique aspect of this comparison technique was the identification of nonlinear models from the 
simulation-predicted coefficients, as opposed to extracting the models directly from the simulation data 
tables and source code. Previous efforts have compared linear models extracted from flight data to linear 
models extracted directly from the simulation using perturbation methods.

16
 

The nonlinear-model-comparison technique was chosen to ensure that similar quantities were 
being compared. Given the high levels of correlation among some states and control surfaces in the flight 
data, it was necessary to identify several combined or equivalent derivatives and include inherent surface 
deflection effects in the flight-data models. Direct comparison of these equivalent and inherent model 
terms to the simulation models is difficult. By using the same model structure and measured inputs to 
identify the simulation models as were used to identify the flight models, these inherent effects are 
automatically included in both models. Spot checks of several of the identified simulation model terms 
verified that these terms were consistent with the values extracted from the simulation source code and 
data tables. 

Evaluation Results 

Direct Coefficient Comparison 

An example of a typical direct coefficient comparison is presented in Figure 15. The predicted 
side-force, rolling- and yawing-moment coefficients are presented for a PA1/2 CAS/DEL/DEL yaw 3-2-1-1 
maneuver. The plot presents several pieces of information. The actual coefficient time sequences are 
plotted in the main axis. Below the main axis, the residual sequence is plotted. To the right of the main 
axis, a graphical representation of the inequality coefficient and proportions of inequality is presented. 

(4) 

(5) 
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The first bar represents the inequality coefficient, 
while the narrow bars represent the bias, variance, 
and covariance error proportions respectively. Using 
this information, a rough estimate of the simulation’s 
predictive capability for a particular maneuver was 
determined. In this particular case, dynamic 
overshoots were apparent in each coefficient. Note 
that the variance proportions were fairly high in each 
case, which indicates scaling type errors. 

Lateral-Directional Comparisons 

The simulation generally over-predicted 
dynamic peaks in the lateral-directional coefficient 
sequences. The simulation predicted side-force 
coefficient best, followed by yawing-moment and 
rolling-moment coefficients. The best side-force and 
yawing-moment coefficient comparisons were 
obtained during yaw 3-2-1-1 inputs. Roll 3-2-1-1 
inputs resulted in the best rolling-moment coefficient 
comparisons. All the lateral-directional coefficient 
comparisons showed significant dynamic errors for 
the 12° nominal angle-of-attack maneuvers. 

Examination of inequality coefficients for the 
PA1/2 side-force and rolling-moment comparisons 
were lower on average than the PA comparisons, 
while the yawing-moment inequality coefficient was 
identical. This is in contrast to the longitudinal 
coefficient results, where the PA1/2 comparisons 
were generally worse than the PA. 

In general, the error was evenly distributed between bias, variance, and covariance proportions. 
This indicated that a number of different error sources were responsible. The larger errors in the lateral-
directional coefficient comparisons, as well as the tendency towards dynamic overshoots as opposed to 
constant biases, indicated that the lateral-directional high-lift model was less accurate than the 
longitudinal model. 

Nonlinear-Model Comparison 

The identified lateral directional models, based on the model structure in equation (4), are plotted 
versus angle of attack for the PA1/2 configuration in Figure 16 and the PA configuration in Figure 17. 
Error bars represent the 95% confidence bounds using the large-sample assumption, i.e. they depict 
twice the estimated parameter standard error.

17
 The zeroth-order spline-model terms were represented by 

plotting the spline value at the midpoint of each knot range. In these cases the connecting lines are for 
illustrative purposes only and do not indicate higher-order functionality. Note that in some cases, the 

stepwise regression algorithm did not identify model terms for  < 5° (see, for example, Cyr in Figure 16). 

In these cases, the model term is plotted as zero but is not interpreted as an identified value of zero. 
Several significant model deficiencies were identified in the lateral-directional model. The 

simulation model was generally more stable than indicated by the flight-test models in both PA1/2 (Figure 
16) and PA (Figure 17) configurations. The dihedral stability Cl and the directional stability Cn were over-

predicted by the simulation. The simulation model also showed a trend towards increasing dihedral 
stability with increasing angle of attack in both configurations. This trend was matched by the PA1/2 flight 
data model, however the PA flight data model indicated Cl was nearly constant with angle of attack. 

Overall trends in directional stability were similar between flight-data and simulation models. The 
simulation over-predicted side-force due to sideslip in both PA and PA1/2 configurations, however the 
trends with angle of attack were similar. 

Control effectiveness was generally over-predicted by the simulation for both flap configurations. 
Side force due to rudder, rolling moment due to aileron, and yawing moment due to rudder were all over-

-0.2

0

0.2

CY

0

1

-0.05
0

0.05

-0.02

0

0.02

Cl

0

1

-5
0
5

x 10 - 3

-0.02

0

0.02

Cn

Ubvc
0

1

0 5 10 15 20 25 30
-0.01

0
0.01

Time [sec ]
 

Figure 15. Typical comparison plot from the F/A-
18 aerodynamics model validation effort. 
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predicted by the simulation. In some cases these mismatches were close to 100% of the flight-data 
predicted magnitude, however both flight-test and simulation models displayed similar trends with angle 
of attack. More discrepancy was noted in the cross-axis control derivatives. The adverse yaw term, CnA, 

was over-predicted by the simulation in both configurations. The PA1/2 configuration ClR model terms 

showed similar trends, with the simulation tending to under-predict the magnitude slightly. In the PA 
configuration, the flight-test and simulation models indicated opposite trends in CldR with angle of attack 

for  < 10°. 
Significant discrepancies were noted in the roll-rate damping terms. Flight-test and simulation roll 

damping estimates showed similar trends with angle of attack, however Clp was over-predicted by the 

simulation in both the PA and PA1/2 configurations. One interesting result was the prediction of nearly 

neutral to unstable roll damping above 10°  in the PA configuration flight-test model. The cross-axis 
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Figure 16. Nonlinear lateral-directional model comparison for PA 1/2configuration 
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Figure17. Nonlinear lateral-directional model comparison for PA configuration  
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damping term Cnp was over-predicted by the simulation model in both flap configurations. The simulation 

model side-force due to roll (CYp) was approximately 0.25 in both configurations, whereas the flight-test 

models predicted negative CYp for  < 10° and positive CYp for  > 10°. 

The yaw-damping term Cnr compared well in both flap configurations with some variation in the 

low-angle-of-attack range. This variation was attributed to uncertainty in the identified flight models. The 
flight identified CYr and Clr terms showed considerable variability in angle of attack and significant 

differences between the PA and PA1/2 configuration results, making these terms difficult to evaluate. 
It is possible that observed discrepancies in the cross-axis control and cross-axis damping terms 

were not a result of simulation modeling deficiencies, but were a result of poor identification of these 
terms from flight data. These terms are typically difficult to identify, as they generally are of limited 
significance in the overall model. In these cases, the nonlinear-model analysis results were used to 
indicate potential problems with these model terms, without explicitly quantifying them. 

Lateral-Directional Model Modification and Validation 

Further investigation of the evaluation results of the evaluation of the powered approach model 
lateral and directional characteristics indicated a need for expanded model functionality. A close look at 
the coefficient build-up of the lateral-direction coefficients in the F/A-18 model in equation (1) reveals a 
lack of leading-edge flap and sideslip effect on aileron. Investigation of flight control block diagrams and 
data from the flight tests revealed leading-edge deflections is scheduled with angle of attack and were not 
fixed but were scheduled with angle of attack. Figure 18 contains a plot of leading-edge flap deflections 
measured during the validation collection flights. With this information, it was hypothesized that the poor 
predictions of rolling moment coefficient by the simulation were due to lack functionality in aileron 
effectiveness.  

A short wind-tunnel test was designed and conducted to determine the effects of leading edge 
deflection and sideslip angle on aileron effect. Wind-tunnel data revealed a distinct effect of leading-edge 
flap deflection on aileron effectiveness and an overall decrease in aileron effectiveness than data in the 
existing model.  

The new aileron data were implemented into the simulation as a four-dimensional lookup table 
that was a function of aileron deflection, sideslip, leading-edge flap, and trailing-edge flap. Model isolation 

 

Figure 18. Leading-Edge flap deflections measure during validation data collection flights. 
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overdrive simulation runs were repeated and showed that the new data improved the fidelity of the 
aerodynamics model. Figure 19 contains a sample comparison output from the effort. 

Summary 

The use of data from a flight test program designed specifically for simulation validation was a 
success. Advanced validation methods were implemented and exposed discrepancies. The methods also 
allowed engineers to identify specific areas of the aerodynamics model that needed improvement. As a 
result, a wind-tunnel test was designed by the Navy to address specific needs of the model. The data 
from the wind tunnel were then used to modify the model and increase its fidelity, as shown through the 
validation of the modification. 

This case provides an excellent example of the use of flight data for validation and alternate data 
for validation. The data collected during the flight were analyzed for data quality then used for validation, 
and validation only. Rather than using these data to tweak the model, the model was expanded with a 
second set of data. In this case, because of budget constraints, the second source of data came from a 
wind-tunnel test.  

 

Figure 19. Comparison plot containing new aileron power model 
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Case Study: AV-8BII+ Aerodynamics Model Development 

Introduction 

Requirements in the development of the Italian Navy’s AV-8BII+ Mission Simulator (IMS), Device 
S2F176, specified a flight model upgrade to existing training simulator models.

18
 This case study 

describes the several key issues in the development and validation effort and will focus on the techniques 
used to ensure the development of a high-fidelity model.  

The IMS Device was to be representative of the radar variant of a CUM 250 AV-8B, designated 
the AV-8BII+ (Figure 20). The AV-8B II+ possesses a different radome configuration than the night attack 
aircraft. A specification for acceptance of the trainer was defined based on the AV-8BII+ CUM 250 aircraft 
that the Italian Navy flies. The AV-8B is a 
VSTOL (Vertical and Short Take off and 
Landing) aircraft has three modes of flight, Jet-
Born, Semi-jet-born, and wing-born. As the 
name indicates, jet-born flight occurs when the 
Roll Royce engine provides virtually all lift 
required to keep the jet air-born. Nozzle 
deflections range from approximately 80 to 98 
degrees relative to the aircraft body axes with 
trailing-edge flap extended to over 60 degrees. 
Flight control is handled by the reaction control 
system (RCS). The semi-jet-born mode or 
STOL configuration is used during short take-
offs and short landings. Nozzle and flap 
deflections range between 40 and 70 degrees. 
RCS control is couple with conventional aerodynamic surface control. The last mode of flight is wing-born 
flight. During wing-born flight, the AV-8 flies like a conventional aircraft, but maintains the ability to rotate 
nozzle to gain a tactical advantage during combat maneuvering. 

Aerodynamics Model Development 

The improved Device S2F176 flight model was constructed using a model structure and data 
from three existing simulation models, an AV-8B trainer model, and two US Navy Engineering 
aerodynamics models. During the development effort, the strengths and weaknesses of each of the 
models were evaluated. As a result, it was decided to use portions of each of the models to create the 
new aerodynamics model for the IMS. 

The basic model structure for the aerodynamics model was borrowed from the two engineering 
models. The engineering models contained a good representation of AV-8B high-angle-of-attack 
aerodynamics in addition to a comprehensive database and model structure. The existing trainer model 
had been modified over the years and contained code modifications to data as well as a number of 
blending functions to link portions of different regions of the flight model. In contrast, the engineering 
models offered a continuous model structure, unfortunately it lacked functionality that the trainer model 
possessed, such as failures, extended store effects, and ground effects. Therefore, functionality from the 
trainer model was incorporated into the new model. 

Model Validation 

During the development of the flight model, four validation techniques were used to evaluate the 
simulation, Automated Fidelity Testing (AFT), Direct Simulation Overdrive (DSO), Desktop Piloted 
Evaluation (DPS), and Expert Pilot Evaluation (EPE). The application of each of these techniques 
required a certain level of expertise and familiarity with the data being used to validate the model. 

 
 

Figure 20. Three-view diagram of the AV-8B II +. 
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Evaluation Using Automated Fidelity Testing (AFT) 

As mentioned in a previous section, AFTs perform maneuvers using autopilots and automated 
input. The technique can be used to document simulator response to an input or it can be used to 
compare simulator response to accepted “truth” data.  

If AFT is to be used for flight model acceptance, particular attention must be paid to the execution 
of the AFT maneuver. If the maneuver is not performed correctly the results and reduced data from the 
results may not be suitable for comparison to “truth” data. 

A good example of this is the evaluation of roll performance during the AV-8B flight model 
development. Flying qualities reports contained data pertaining to roll performance in charts depicting 
maximum roll rate, Time-to 90, and maximum adverse sideslip. The charts contained data indicating the 
initial angle of attack for the maneuver, but gave little description on how the maneuver was performed. 
The description of the maneuver indicated the data were collected during full high-speed-stop lateral stick 
rolls. The high-speed stop is a mechanical detent in the lateral control of the AV-8B. 

The execution of the AFT to compare roll performance seemed simple enough. Trim the 
simulation to the desired condition; apply lateral stick to the high-speed stop until a 360 roll is executed. 
The AFT data were reduced then compared to “truth” data. The results were not good, showing that the 
simulation roll rates were out of tolerance and higher than the real aircraft. At first thought one would 
assume the simulation was wrong and adjust the roll due to aileron until the AFT cases were in tolerance. 
In this case, that practice would have led to an inaccurate model. 

Further investigation led engineers to analyze flight data histories of several of the roll maneuvers 
used to create the charts. Figure 21 shows an example of such data.

19
  

Figure 21 presents a left roll and a right roll maneuver. In the left roll, between four and eight, 
seconds, lateral stick in applied to slightly beyond the high-speed-stop (HSS) at 9 degrees and then is 
backed off slightly to just below the HSS. Aileron position remains fixed for a majority of the maneuver. 
During the right roll, the input is closer to the design, there is more back off. Looking at the roll rates that 
were achieved, the maximum roll rates occur when the lateral stick starts moving off the HSS. The 

original AFT applied lateral stick, to the design HSS of 9, and held it through 360 degrees of roll. This 

resulted in a maximum roll rate 165/s. When compared to the acceptance datum, 188/s, there is a 
difference of 12.2%, which is out of the 10% acceptance tolerance. When the AFT is performed with a 

 

Figure 21. Example of flight data history of 360-degree roll maneuvers. 

HSS 
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more representative stick input, lateral stick to approximately 9.5, the maximum roll rate increased to 

176/s, a difference of 6.3%, well within the acceptance tolerance. 
Unfortunately situations such as the example above can be difficult to resolve if there are no flight 

data histories available. In those cases, educated assumptions pertaining to maneuver execution need to 
be made. In order to do this correctly, some investigation of alternative sources of data may be required. 
For example, an engineer could refer to test data from a similar aircraft and examine pilot input trends. 

Evaluation Using Direct Simulation Overdrive (DSO) 

In cases where no test was specified in the AFT for a particular maneuver, direct simulation 
overdrive was employed. This technique involved importing flight data or recreating flight data from 
reports and driving simulation input during a simulation run. Overdriving specific inputs allow the 
simulation to respond to precise conditions specified by flight or by a user. This technique allows 
engineers to drive an entire flight model by driving pilot input, or engineers can isolate a model by 
overdriving specific input to that model. 

An application of this technique was the analysis of abrupt longitudinal inputs. Flight data were 
acquired from the US Navy for use in the development effort. These data contained aircraft state 
information as well as pilot input data and surface deflections.

20
 For the analysis, the data were imported 

into the simulation and used to create overdrive signals for the AV-8B control surfaces. The simulation 
runs were executed by trimming to the desired aircraft state, then running the simulation in a batch mode. 
This technique allowed the engineers to examine the response of the six-degree-of-freedom simulation to 
flight measured input. Overdriving the control surfaces removed the control system from the simulation 
loop. Figure 22 contains diagram illustrating the overdrive loop with a sample comparison from the task. 

Evaluation Using Desktop Piloted Simulation (DPS) 

The desktop-piloted evaluations were performed using a commercial-off-the-shelf PC-Based 
simulation environment,

21
 joystick, and throttle hardware. Other pilot inputs such as nozzle, gear, and flap 

position were provided by commands assigned by joystick and keyboard buttons. Flight information was 
provided to the pilot via head-up display (HUD) super imposed with an out-the-window (OTW) view of a 
flat terrain and engineering simulation variable display (ESVD). The HUD provided the pilot with a 
graphical indication of pitch, roll, heading, and flow angle changes, as well as altitude. It also provided 
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Figure 22. Diagram illustrating a partial simulation overdrive performed for the AV-8B and sample 
comparison plot. 



Simulator Validation and Evaluation Part II 

25 

digital display of airspeed, Mach number, angle of attack, and bearing and range to a runway. The ESVD 
allowed the to display any variable used by the simulation. This display was particularly useful for 
displaying nozzle deflection, flap deflection, and surface deflections etc. Figure 23 contains a screen shot 
of the out-of-the-window display and HUD with 
the ESVD. 

Each piloted simulation session was 
run with the objective to execute maneuvers for 
which flight data were available in hard copy 
form only. This allowed BAR engineers to "fly" 
the simulation to aircraft states defined in 
histories of flight data and then execute 
maneuvers using the same technique used 
during flight tests. An example of this was in the 
evaluation of control power and lateral-
directional characteristics at high angles of 
attack. The maneuvers in question were to be 
initiated in a wind-up turn to establish Mach 
number and desired angle of attack. Such 
maneuvers were difficult to execute using the 
AFT given limited resources, therefore they 
were performed using DPS. 

At the start of each DPS the engineer 
would set all appropriate initial conditions 
including loading, flap setting, weight and center of gravity location, and aircraft state. The engineer would 
then start the simulation session employing the OTW graphics with HUD and execute the desired 
maneuver. Once completed satisfactorily, the data from the simulation run was either saved to disk or 
plotted for analysis and comparison with truth data. Figure 24 contains sample output from a vertical-
takeoff and transition to wing-born flight. 

 
 

Figure 23. Screen capture during a desktop-piloted 
simulation session 

 

 

Figure 24. Simulation data from a DPS session performing a vertical take off and transition to wing 
born flight. 
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The ability to perform DPS and evaluate response of the flight model greatly reduced the amount 
of piloted time using trainer hardware. 

As maneuvers were executed, simulation results were compared with flight data. If discrepancies 
were discovered, the area of the model was examined and solutions for model improvement were found 
and implemented. Using the available tools to in D-Six, very little time was required to modify the 
simulation model and run the simulation in real time. Therefore, engineers were able to perform model 
modifications and testing rapidly. 

Evaluation Using Expert Pilot Evaluation (EPE) 

The use of the pilot’s inputs during the evaluation of the trainer model while operating the entire 
suite of trainer flight hardware is an important step in the validation of the model. The pilot has the ability 
to evaluate the general continuity of the model throughout the flight envelope as well as other aspects 
that are difficult or impossible to quantify by other evaluation techniques. Most simulation acceptance 
requirements place the pilot’s response to the model as the final simulation acceptance criteria. 
Unfortunately for the engineer, this evaluation can be the most difficult of all to properly reconcile. When 
the pilot evaluates the flight model with the full trainer hardware in the loop, the flight model performance 
necessarily involves the other characteristics of the simulator hardware. One of the most significant 
external elements that can influence pilot evaluations is the characteristics of the controls, i.e. the control 
stick or control wheel. Because this provides the pilot with his primary feedback of the airplane response, 
improper modeling of control input behavior could have a significant effect on his impression of the flight 
behavior. Because the pilot’s vision is also a primary sensory input during flight simulation, problems with 
the visual system can also result in the improper interpretation of flight model characteristics. In fixed 
based simulations, the lack of acceleration cues can also influence the pilot’s interpretation of flight 
behavior in certain flight conditions. 

In the development of the AV-8B flight model, as with any model development, the importance of 
the pilot’s satisfaction with the model’s response is paramount. This required close cooperation with the 
evaluation pilots in interpreting their comments, and as often as possible, extracting detailed descriptions 
of the desired behavior in quantitative terms. The development of the AV-8B model was eased somewhat 
through the participation of an experienced test pilot who was able to convey his comments in 
engineering terms. Further, his experience frequently allowed him to disconnect the flight model behavior 
from other portions of the trainer that also needed work, such as the control stick modeling. Nevertheless, 
other, less experienced pilots were also used in the evaluation of the flight model response, and careful 
interpretation of their comments was required.  

The evaluation of the AV-8B trainer flight model rudder effectiveness is good example of the 
complexity of interpreting a pilot’s comments pertaining to the flight-model fidelity. In this case, a an active 
duty pilot with over 1000 hours in the AV-8B was used to evaluate a number of the trainer’s basic flight 
capabilities. After a series of maneuvers in the trainer, the pilot questioned the roll response to a rudder 
input. When the pilot applied left rudder pedal, the simulation produced a right-wing-down roll. In fact, the 
pilot claimed that this response was opposite to that exhibited in the real airplane. This comment led to a 
trainer deficiency report citing the behavior. Review of available flight records, along with more detailed 
evaluation of the simulation response using DPS, revealed that the response of the airplane to rudder 
inputs in roll was highly dependant on the trim angle of attack prior to and during the rudder input. This is 
because of the lack of lateral stability at low angles of attack not being able to counter the roll induced by 
the rudder deflection. Even though the rudder deflection results in a considerable sideslip excursion, the 
roll induced from the lateral stability is low at low angles of attack. Figure 25 contains data from a DPS 
session illustrating this effect. As the angle of attack increases, lateral stability increases as well, until 

above approximately 6 angle of attack, the roll due to sideslip is greater that that generated by the rudder 
deflection. 

At this point, review of the piloted simulation sessions revealed that the pilot had performed all of 

the rudder rolls at angles of attack below 6. Consequently, it was requested that he perform rudder rolls 
at a range of angles of attack in the airplane prior to his re-evaluation of the trainer. Following this, his 
review of the unchanged model revealed that the model was indeed correct, thus closing the discrepancy 
report. 
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This example illustrates the difficulty in accurately interpreting pilot inputs and making model 
changes as a result. Without detailed review, the engineer could have easily modified the roll due to 
rudder or the lateral stability to provide the pilot with the perception of the correct behavior, but this 
response would have led to inaccuracies in other aircraft behaviors at other conditions. Whenever the 
model must be modified away from a known, documented data source, such as wind-tunnel results, flight 
results or other, it is highly desirable to have several pilots concur on the potential deficiency. Conversely, 
the simulation engineer should investigate all aspects of the reported deficiency. 

Another example of piloted evaluation resulted in model changes. The AV-8B, while in the STOL, 
configuration, nozzle deflections greater than approximately 30 degrees and flaps also deflected greater 
than 25 degrees, exhibits a unique behavior in longitudinal flight characteristics when in ground effect. A 
nose-down pitching moment is caused by the reflection of jet blast on the ground with a resulting 
impingement on the aft portion of the aircraft, Figure 26. During takeoff, the pilot begins a ground roll with 
nozzles at 10 degrees. Once to the prescribed airspeed, based on weight, the nozzles are rotates to a 
prescribed angle, again based on loading and fuel. The rotation of the nozzles changes the thrust vector 
and lifts the aircraft from the ground. Shortly after lift off, the aircraft exhibits a nose-down pitch followed 
by a pitch-up once out of ground effect. The amount of pitching moment is a function of thrust setting, 
nozzle deflection, and aircraft center of gravity. Conversely, on short landing, as the aircraft approaches 
the ground the reflected blast impingement on the aircraft causes a nose-down moment. As a result, to 
perform a safe landing, the pilot is required to apply aft stick input that varies depending on aircraft center 
of gravity and power setting. Figure 27 contains a diagram illustrating this characteristic.

22
 

As one would expect, the correct modeling of this situation is vitally important to student training. 
Unfortunately, during the early-piloted evaluations of the S2F176 trainer, the ground effect model was 
found to be deficient. Engineers then removed the old ground effect model and proceeded to construct a 
new ground effect. 

 

Figure 25. DPS data showing the effect of lateral-stability during a rudder input. 
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The updated ground 
effect model was constructed in 
two parts, conventional and jet-
reflection. The conventional 
portion of the ground effect model 
employed, as the name indicates, 
conventional ground effect 
modeling equations and were 
exercised then incorporated into 
the aerodynamics database as a 
function of height above ground. 
The second portion of the ground 
effect was more complex. 
Lacking test data, the model was 
structured to provide a physical 
representation of the jet blast 
reflection and impingement. The 
independent variables that effect 
the pitching moment of the 
aircraft were chosen to be gross 
thrust, height above terrain, and 
nozzle deflection. Airspeed also 
plays an effect, but was assumed 
to be negligible in the model. 
Assumptions were made 
pertaining to the jet-blast footprint 
and reflection thrust decay as 
height above terrain increased. 
These estimates were then used 
to determine a pitching moment 
coefficient based on the strength 
of the blast reflection and its 
impingement on the aircraft. The 
result was incorporated into the 
aerodynamics database as a 
function of gross thrust, nozzle 
deflection, and height above 
terrain. 

This new ground effects 
model provided the trainer with a 
physically based model that is used for all modes of take off and landing. The model was implemented in 
the desktop simulation, tested, and evaluated. Engineers verified that the effect was in the model and 
operational. During the verification the effect was correlated with available trend information however, 
data in this flight regime were limited and engineers had no way of determining if the model provided the 
appropriate "feel" to the pilot. As a result, it was acknowledged that pilot-based "tuning" needed to be 
performed. The AV-8B pilots flew a series of short takeoffs and landings with a number of loadings and 
center of gravity locations and provided comments. Using pilot comments, engineers modified 
assumptions made during the development of the blast reflection ground effect modified the model. The 
newly updated model was retested using DPS and transmitted to the trainer for pilot revaluation. Figure 
28, contains a comparison plot of two DPS hands-off short field takeoffs employing the new and old 
ground effect models. For each maneuver, the appropriate stabilator setting was used and pilot input 
consisted of only deflecting nozzles to 50 degrees. The plots reveal the effect of the increased nose-down 
pitching moment due to the blast reflection impingement. After several iterations, a physically based, 
representative ground effect model was incorporated as part of the trainer. 

 

Figure 26. AV-8B NATOPS diagram illustrating jet blast reflection 
impingement with the aircraft 
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Figure 27. Diagram illustrating AV-8B motion due to jet blast 
reflection impingement with the aircraft during short take off and 

slow landing. 
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Summary 

The evaluation and validation of the Italian Mission Simulator illustrates several important issues 
concerning both the engineer and pilot’s role in the evaluation process. The use of an automated test tool 
for validation requires knowledge of not only the acceptance criteria, but also where it came from. The 
tool must be tuned to duplicate the appropriate maneuver input for comparison purposes. Otherwise, AFT 
results can be misleading and confusing, potentially leading to misapplied model corrections. 

The use of techniques such a simulation overdrive provided a valuable tool to assess a model’s 
response to a nonbiased aircraft input. This allows the engineer to focus on a specific model’s fidelity 
rather than having to search for discrepancy sources. 

This case also provides good examples of pilot feedback and how it can be a good source of 
information when it is accurate. Pilot awareness of aircraft state during a maneuver in the simulator and in 
the airplane is crucial when evaluation flight model behavior. As shown in the example rudder roll 
example, a little investigation prevented the inappropriate modification of the flight model. The second 
example of pilot feedback illustrated the process of a model modification resulting from the comments of 
several pilots. Gross modifications were postulated based on analytical means and then tested using 
DPS before pilot evaluation saving time and pilot resources. Once in the trainer the model was fine tuned 
with the feedback from several pilots. The word several is important. The use of multiple pilots during the 
tuning phase of the development helped improve model robustness. 

 

Figure 28. Hands off short take off using DPS employing new and old ground effect model 
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