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ABSTRACT

Compared to the prominent role digital images play in nowa-
days multimedia society, research in the field of image au-
thenticity is still in its infancy. Only recently, research on
digital image forensics has gained attention by addressing
tamper detection and image source identification. However,
most publications in this emerging field still lack rigorous dis-
cussions of robustness against strategic counterfeiters, who
anticipate the existence of forensic techniques. As a result,
the question of trustworthiness of digital image forensics
arises. This work will take a closer look at two state-of-the-
art forensic methods and proposes two counter-techniques;
one to perform resampling operations undetectably and an-
other one to forge traces of image origin. Implications for
future image forensic systems will be discussed.
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1. INTRODUCTION

Back in analog times, a photograph was generally per-
ceived as a “piece of truth”. With digital image processing
replacing its analog counterpart, critics have expressed the
concern that it has never been so easy to manipulate im-
ages. The advent of low-cost digital imaging devices as well
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as powerful and sophisticated editing software makes it no
longer necessary to obtain specialist skills to alter an im-
age’s tenor. Thus, questions regarding image authenticity
are of growing relevance, especially in contexts where nowa-
days’ multimedia society bases important decisions on them.
Lately discovered forgeries in newspapers and scientific jour-
nals are only the tip of the iceberg. Particular attention has
to be drawn to courtroom applications, in which the authen-
ticity of photographs as pieces of evidence deserves utmost
importance.

Recently, methods subsumed to the concept of digital im-
age forensics have been proposed to address these issues.
The area of digital image forensics can be broadly divided
into two branches [14]. The first field of application is to de-
termine whether a specific digital image has undergone ma-
licious post-processing or tampering. Forensic algorithms of
this type are designed to unveil either characteristic traces
of image processing operations, or to verify the integrity of
particular features introduced in a typical image acquisition
process. The second problem linked to digital image foren-
sics is image source identification, which is obviously based
on specific characteristics of the image acquisition device or
technology. As forensic algorithms basically rely on partic-
ular statistical features, which can be understood as a “nat-
ural” and inherent watermark, digital image forensics does
not require any prior knowledge of the original image.

Since in general, existing methods are deemed quite re-
liable in laboratory tests, one might be tempted to apply
them in practice as well. However, little is known about the
robustness of forensic algorithms. This aspect plays only a
marginal role in the existing body of literature. As a con-
sequence, it is reasonable to question the trustworthiness
of digital image forensics — in particular with regard to a
farsighted counterfeiter who is aware of forensic tools.

To draw attention to this disproportion, this paper focuses
on two specific forensic methods — a resampling detector
proposed by Popescu and Farid [16] and an approach to
digital camera identification by Lukas, Fridrich and Goljan
[11] — and develops ways to deceive these methods. Forensic
methods might benefit from research on countermeasures
in a similar way as reasoning about attacks in multimedia
security in general is useful to improve security. In this sense,
attacks on image forensic algorithms can be understood as
schemes to systematically mislead the detection methods.
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In general, such attacks can be assigned to one of the
following three objectives, namely:

1. the camouflage of malicious post-processing or tamper-
ing of an image,

2. the suppression of correct image origin identification,
3. and furthermore, the forgery of image origin.

The paper is organized as follows: Section 2 briefly reviews
commonly known image forensic algorithms in general and
describes in more detail the two specific forensic algorithms
under investigation. Section 3 points out possible weak-
nesses of digital image forensics and explains two counter-
techniques. The first one allows to perform resampling op-
erations undetectably while the second technique aims at
misleading image source identification methods. The effec-
tiveness of both techniques is validated with experimental
results. Finally, Section 4 summarizes and provides an out-
look for future work.

2. DIGITAL IMAGE FORENSICS

Digital image forensic techniques exploit either traces of
image processing algorithms or characteristics introduced
during the image acquisition process. The former are appli-
cable without knowledge about the used digitization device.
For example, a method proposed by Popescu and Farid re-
veals dependencies introduced during resizing or rotation of
images [16]. Other methods use, for example, statistics of
JPEG coefficients to detect recompression [10], or analyze
phase congruency to detect image splicing [1].

To illustrate some characteristics typically introduced dur-
ing image acquisition, Figure 1 shows a simplified image pro-
cessing pipeline of a digital camera. The main components
are the lens, the sensor with a color filter array (CFA) and
the signal processing unit. The CFA is needed for color im-
ages as typical sensors are only sensitive to the intensity of
incoming light. A true color RGB-image is obtained from
interpolating intensity values of pixels in a close neighbor-
hood.
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Figure 1: Image acquisition process in a digital cam-
era.

The captured image data is further processed in the sig-
nal processing unit and afterwards stored in a data storage
unit. Other digital image input devices, such as digital cam-
corders or digital flatbed scanners, use similar image process-
ing pipelines and thus introduce similar statistical patterns
in the image data.

Forensic algorithms may exploit specific characteristics of
image statistics, which were introduced by components of
the image processing pipeline. Starting with the lens, chro-
matic aberration [6] and radial distortions [2] are adequate
features. Furthermore, defect sensor elements [4], sensor
noise [11] and dependencies between adjacent pixels due to
color interpolation [17] form typical ingredients for forensic

methods. However, it is also possible to consider the whole
image acquisition process as a black box and analyze the
camera response function [9] or macroscopic features of ac-
quired images [7].

Among the number of image forensic techniques proposed
in the literature, we have selected two very important and
useful algorithms, which we will briefly describe in the fol-
lowing section before demonstrating, in the remainder of the
paper, how to deceive these techniques.

2.1 Detecting Traces of Resampling

A typical setup for creating convincing digital image forg-
eries often involves resizing and rotation of images or parts
thereof. The transformed image y then results from resam-
pling the original image x to a new image lattice. Assuming
the commonly used affine transformation, each pixel’s posi-
tion in the transformed image is computed from the follow-
ing transformation relation:
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A is the 2x2 transformation matrix and indices ix, jx refer to
source positions as opposed to iy, jy, which index the resam-
pled image. In the general case, interpolation is required to
match the real-valued transformed positions with the integer
grid of the target image and thus enable smooth and visually
appealing image transformations [20]. While these transfor-
mations might be imperceptible at first glance, a forensic
investigator can benefit from the fact that interpolation in-
troduces linear dependencies between groups of adjacent pix-
els. The state-of-the-art resampling detector, as proposed by
Popescu and Farid, is designed to unveil these artifacts in
transformed bitmap images [16]. Therefore, their detection
scheme uses a linear model to approximate a pixel’s inten-
sity as the weighted sum of pixels in its close neighborhood
(window of size (2N + 1) X (2N + 1), with N integer) and
an independent residual e,

Yig = flouy) +eis =3 o Yirkjy + €g . (2)
(k,l)e{—N,...,N}?

Scalar weights a correspond to the specific form of the cor-
relation introduced to the image. As the interpolation is ap-
plied to an equidistant sampling lattice, correlation appears
in a systematic and periodic manner.

However, in a practical setting it is neither known which
pixels are genuinely linear combinations of their neighbors,
nor in which way these pixels correlate with their neighbors.
Popescu and Farid propose to use the expectation mazximiza-
tion (EM) algorithm [3], an iterative two-stage procedure,
to simultaneously estimate both each pixel’s probability for
being a linear combination of its neighbors and the unknown
weights a. The so-obtained probabilities are referred to as
p-map and exhibit a conspicuous periodical pattern after
previous re-sampling operations. When transformed to the
frequency domain (using a discrete Fourier transformation),
this pattern causes distinct peaks in the spectrum. The
location of the peaks is typical for the specific resampling
parameters. To enhance the visibility of the characteristic
peaks, Popescu and Farid propose to apply a contrast func-
tion. The contrast function is composed of a radial weight-
ing window, which attenuates very low frequencies, and a
gamma correction step.



Figure 2: Resampling detection results for an orig-
inal image (top row) and a 5 % upsampled version
(bottom row). Note that only the transformed im-
age’s p-map shows a clear periodic pattern (middle
column), which results in characteristic peaks in the
map’s frequency spectrum (right column).

Figure 2 shows the detection results for a typical grayscale
image. The detector was applied to both the original image
(top row) and a processed version, which had been scaled
up with linear interpolation to 105 % of the original (bottom
row). The corresponding p-maps are displayed in the mid-
dle column. While the p-map of the original image is rather
chaotic, the periodical pattern described above is clearly vis-
ible in case of the transformed image. Note the character-
istic spectral peaks, which only appear in the manipulated
image’s p-map (right column).

Automatic Detection of Resampling

To automatically identify forgeries in a batch process, it is
necessary to quantify the periodic artifacts in a given image.
Therefore, Popescu and Farid suggest to measure the similar-
ities between the estimated p-map and a set of synthetically
generated periodic patterns. They found empirically that a
synthetic map s for a specific transformation A can be
computed as the distance between each point in the resam-
pled lattice and the closest point in the original lattice,
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Once a (sufficiently dimensioned) set A of candidate trans-
formations A is defined, an automatic detector uses the max-
imum pairwise similarity between an estimated p-map and
all elements of A as decision criterion drp (‘RD’ for resam-
pling detection),

SrD :maxZ‘C (DFT(p ‘ (DFT( W)‘ L@

Function C is the contrast function and DFT applies a 2D
discrete Fourier transformation. If drp exceeds a predefined
threshold 61(DLTD)7 the corresponding image is flagged as resam-
pled.

As demonstrated in the original publication [16], this de-
tection method can be considered as a very reliable and
powerful tool to unveil a great variety of geometric image

transformations. Robustness against several image process-
ing operations has already been proven and can be confirmed
by us.

2.2 ldentification of Digital Camera Image
Origin

Luk4s, Fridrich and Goljan [11] first proposed to use sen-
sor noise for digital camera identification. Sensor noise is
inherently present in each image captured with a digital
camera. It consists of two main components: temporal and
spatial noise [19]. However, temporal noise is not suitable for
identification, as it is stochastically independent for pixels
within one image as well as between images.

Contrary to temporal noise, spatial noise is relatively sta-
ble between images and can therefore be used for camera
identification. All images acquired with the same image
input device contain a similar spatial noise pattern, which
Luk&s et al. assume to be unique for each sensor. Spatial
noise consists of three components: Photo Response Non-
Uniformity Noise (PRNU), Fixed Pattern Noise (FPN) and
other irregularities resulting from local disturbances on the
optical elements (scratches, dust, etc.).

To estimate the spatial noise for a device under investiga-
tion, Lukas et al. propose to use the residual of a wavelet
denoising filter [13]. A camera-specific fingerprint called ref-
erence noise pattern can be obtained by averaging the es-
timated noise of about 300 images from the same device.
Averaging is necessary to separate temporal from spatial
noise.

The similarity of a specific digital image’s noise pattern i
and a reference noise pattern r. is measured in terms of the
correlation coefficient p(rc, i),

oy = T (- BRD (e BD)
- [ i — E[] [[[| re — E[rc] ||
The correlation coefficient is determined for all candidate
cameras ¢ € C. The image under investigation is assigned
to a camera according to a decision criterion dc1 (‘CI’ for
camera identification),

dcr = max p(re, fi) . (6)
If 5c1 exceeds a specified threshold 601 , the corresponding
image is assigned to the camera argdci. Note that thresh-
olds are determined empirically and that there is no consen-
sus yet on its optimal level for large-scale applications.

Figure 3 shows example correlation coefficients for noise
patterns of images captured with several input devices and
the reference pattern of one Canon PowerShot S70 digital
camera. As can be seen from the graph, it is possible to cor-
rectly identify the image origin for all photographs obtained
with the Canon S70 camera in this defined set of input de-
vices.

Luka&s et al. have shown that a correct identification is still
possible after resizing an image, after suppression of image
noise with the wavelet denoising filter, and after applying
JPEG compression. However, this method is sensitive to
geometric transformations such as cropping or rotation.

3. ATTACKS ON DIGITAL IMAGE
FORENSICS

The previous section provided an overview of the pow-
erful possibilities that digital image forensics offers to the



Canon S70 ©
Canon S45 +
Ixus

. Epson 1240U =«

reference pattern: Canon S70

0.3

0.2 4

0.1+

correlation coefficient p

T T T T T T
0 50 100 150 200 250 300 350

image index

Figure 3: Identification results for digital camera
Canon PowerShot S70.

field of image authentication. The presented techniques are
currently widely accepted and probably already applied in
practice. Forensic extensions to popular commercial image
editing software are already announced.! However, users of
such tools should keep in mind that results from forensic
investigations can serve as indications only. Therefore, ques-
tions regarding the conclusiveness of image forensics are all
the more of high importance. Unfortunately, the available
literature is primarily focused on the detectors’ sensitivity
and rarely considers strategic attacks or countermeasures.

Corresponding to the protection goals of image authen-
tication schemes in general and digital image forensics in
particular, an attacker might attempt to cover up manipu-
lative image processing or to prevent the correct identifica-
tion of the image source. To achieve these goals, an attacker
might choose either targeted or universal attacks. A tar-
geted attack exploits characteristics and vulnerabilities of a
particular forensic technique, which the developer of the at-
tack usually knows. Nevertheless, it is possible that other
forensic methods are capable of detecting traces of previous
manipulations. To mislead even unknown forensic tools, uni-
versal attacks aim at providing correct and plausible image
statistics. This obviously is the more difficult task, as cor-
rect image statistics imply the compliance with stochastic
image models, which are not fully understood [18]. Hence,
attackers can never be sure whether their forgery is free of
detectable artifacts. Since the application of some typical im-
age processing methods is commonly accepted, these meth-
ods may serve as means to obtain plausible image statistics
while at the same time overriding subtle statistical traces of
prior manipulation.

3.1 Universal Attacks in Terms of Commonly
Used Image Processing Algorithms

Today’s image processing toolboxes offer a great variety of
commonly used image filtering and compression algorithms.
Since the application of, e.g., noise reduction filters or JPEG
compression can be regarded as plausible steps, a robust

! Adobe tackles photo forgeries: http://www.wired.com/
gadgets/digitalcameras/news/2007/03/72883

image forensic method should withstand such additional in-
fluences. Both Popescu and Farid [16] and Lukas et al. [11]
reported robustness against several point operations, such as
gamma correction or adding noise. Additionally, the latter
method has shown good results even for JPEG compressed
and resized images. As both presented techniques rely on
specific spatial features, the application of neighborhood op-
erations may interfere with detection reliability. For exam-
ple, the basic median filter, a non-linear and signal adaptive
smoothing operator, is likely to impede the correct detection
of previous image transformations [8] as well as source iden-
tification. This is plausible for the former method because
the detection of resampling is directed at finding local linear
pixel correlations. It is evident for digital camera identifi-
cation as well, since this technique relies on fixed camera
specific spatial noise patterns.

Moreover, the window size of the applied median filter
plays a crucial role for the two forensic algorithms. Larger
window sizes introduce a higher degree of non-linearity and
thus suppress correct detection more effectively. At the same
time, a large filter window goes along with considerable
degradation in image quality. A similar decrease of detec-
tion accuracy at the expense of low image quality can be
observed for several other filter types, such as mean, bino-
mial and Gaussian filters.

Although a counterfeiter may use these or similar tech-
niques to simulate plausible image statistics, the necessary
tradeoff between undetectability and actual visual impact
highlights that naive post processing approaches are subop-
timal for this purpose. Therefore, a farsighted counterfeiter
would rather choose a targeted attack on a specific detec-
tion method. In the following subsections, an approach to
undetectable resampling and an attack against correct iden-
tification of digital cameras will be presented.

3.2 An Approach to Undetectable Resampling

The resampling detector proposed by Popescu and Farid
relies on finding systematic and periodic dependencies be-
tween pixels in a close neighborhood. This periodicity is
due to the equidistant sampling lattice. During the map-
ping of discrete lattice positions from source to destination
image, the relative position of source and target pixel is re-
peated over the entire plane. To break this equidistance and
allow for undetectable resampling, we introduce geometric
distortions, which are known from watermarking attacks as
well (see [15], though in a slightly different variant). Here
we superimpose a random disturbance vector e to each indi-
vidual pixel’s position as calculated from the transformation
relation,

[Z.S'] =A. {Z.x} + [61’1”} where e ~ N (0,0) i.id. (7)
Js Jx €2,i,j

Parameter o controls the degree of distortion introduced
to the image lattice. Unfortunately, naive geometric distor-
tion is likely to generate visible artifacts, such as jitter, in
the resulting image. This is particularly visible at straight
lines and edges. To reduce such undesirable side effects, the
strength of distortion is adaptively modulated by the local
image content. A slight modification of equation (7) employs
two edge detectors to control the modulation,

Js Jx €2,i,5 - (1 — /255 - sobelV (y, iy, jy))



x q_\ resampling with
G/ geometric distortion
B 3K
vertical | | horizontal
control : : control
median Sobel edge
filter detector
[ y 1 . y
resampling mﬁel(g;e;n —»@—»

Figure 4: Block diagram for the dual path approach
to undetectable resampling.

Figure 5: Detection results for 5 % upsampling using
the dual path approach. 7 X 7 median filter, o =
0.3. The estimated p-map shows no periodic pattern.
Characteristic peaks in its spectrum have vanished.

Functions sobelH and sobelV return the value of a linear So-
bel filter for horizontal and vertical edge detection, respec-
tively. This construction ensures that pronounced edges in
vertical direction cause less distortion in horizontal direc-
tion and vice versa. Note that at this stage of our attack
the same original image has to be resampled twice, the first
time without distortion to apply the Sobel filters and sub-
sequently with distortion to generate the final image ¥ (see
[8] for more details on this attack).

A further improvement of our attack is motivated by the
observation that resampling cannot be detected in saturated
or very homogenous image regions. Equal or virtually iden-
tical pixel intensities suppress the formation of periodic arti-
facts. Thus, it is primarily the high frequency image compo-
nent, which is of interest from the detector’s point of view.
Therefore, our best performing attack, which can be seen
as a dual path approach (Figure 4), aims at avoiding traces
of resampling in this specific image component. Using a
simplified image model, the low frequency component of the
output image is obtained in a first step by applying a median
filter directly to the resampled image y. Second, a high fre-
quency component is extracted from the source image x by
subtracting the median filtered version of this image. This
component is then resampled with geometric distortion and
edge modulation (see Equation (8)). The edge information
is extracted from the resampled image prior to the median
filter. The final image ¥ can be obtained by adding up both
components.

Figure 5 shows the detection results for a 5 % upsam-
pled grayscale image, which has been composed according to
the attack described above. Note that the estimated p-map
shows no conspicuous periodic artifacts and, as a result, no
characteristic peaks appear in its spectrum.

Experimental Results

For a quantitative evaluation of our attack against resam-
pling detection, a test database of 200 never compressed
8-bit grayscale images was built. All images were taken
with a Canon PowerShot S70 digital camera at full reso-
lution (3112 x 2328). From each photograph we cropped a
region of 852 x 852 pixels and finally downsampled this part
by factor two to avoid possible interferences from periodic
patterns which might stem from a color filter array (CFA)
interpolation inside the camera [17]. In order to simulate
typical image manipulations, a subset of 100 images was
upscaled and downscaled by varying amounts using linear
interpolation. For our experiments, a set of altogether 384
synthetic maps was created, 256 for upsampling in the range
of 1% to 100 % and 128 for downsampling in the range of
1 % to 50 %, in each case in equidistant steps of 0.4 percent-
age points. The detector’s threshold 51(733 was determined
empirically for a defined false acceptance rate (FAR) by ap-
plying the detector to all 200 original images in the database.
Our performance measures are detection rates, i.e., the frac-
tion of correctly detected manipulations, for FAR < 1 % and
FAR < 50 %, respectively. Since the application of geomet-
ric distortion inevitably affects the inherent image structure,
we furthermore measure the amount of image degradation
in terms of peak signal to noise ratio (PSNR).

Figure 6 illustrates the general efficiency of geometric dis-
tortion as a tool for undetectable resampling. The detec-
tion rates for images upsampled to both an unaltered, i.e.,
equidistant, and a distorted sampling lattice (o = 0.4) are
shown on the left. While upsampling is perfectly detectable
without attack, detectability drops substantially if we dis-
tort the image lattice. As can be seen from the graphs, us-
ing edge modulation is a reasonable extension to the general
approach. While the detection rates decrease even more in
case of using edge modulation, the PSNR values indicate a
considerable improvement in average image quality of up to
6 dB (right).

Figure 7 depicts the results for the modified attack (Fig-
ure 4), which suppresses traces of resampling in the trans-
formed image’s high frequency component. The top row
reports detection rates for upsampling (left) and downsam-
pling? (right) with distortion strength ¢ = 0.4. Median
filters of size 5 X 5 and 7 x 7 have been used to separate the
frequency components. Average PSNR values for ¢ = 0.4
are shown in the bottom row. Although both 5 x 5 and
7 x 7 median filters lead to similar detection rates, the for-
mer might be preferred with regard to average image quality.
Generally, image quality metrics indicate only marginal loss
for the high frequency adjusted attack when compared to
simple geometric distortions (with edge modulation). At
the same time, the former approach achieves better unde-
tectablity and thus can be deemed as advantageous.

The very low detection rates as presented in Figure 7
demonstrate how successful resampling operations can be
concealed with the proposed method. At a practically rele-
vant false acceptance rate of < 1 %, only about 11 % of all
image transformations were correctly flagged as resampled
(5x 5 median filter). Note that the few successful detections
were concentrated within just a couple of original images.

2Note that unlike upsampling, plain downsampling is not de-
tected perfectly. This is plausible since downsampling causes
information loss.
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Figure 6: Evaluation of geometric distortion (o = 0.4) as tool for undetectable resampling. Detection rates

(left) and average image quality after attack (right).

While upsampling in the absence of any attack is

perfectly detected, geometric distortion causes a substantial drop of detection rates. Edge modulation yields

higher average image qualities.

This suggests that image-specific factors may determine the
effectiveness of the attack.

3.3 Manipulating Image Source Identification

As the identification method by Luk&s et al. is based on
the extraction of a spatial noise pattern, an obvious ap-
proach to attack this method relies on suppressing the im-
age’s spatial noise. First investigations have shown that it is
not sufficient to apply the wavelet denoising filter [13] to de-
feat the correct identification of image origin [11]. The filter
also degrades the visual image quality. Another well-known
method to minimize spatial noise of an image is flatfield-
ing [12], which is typically used in astronomy or in flatbed
scanners to enhance the final image quality.

The process of flatfielding estimates the two main com-
ponents of a digital camera’s spatial noise, Fixed Pattern
Noise (FPN) and Photo Response Non-Uniformity (PRNU),
independently. FPN is a signal independent additive noise
source. It can be estimated in terms of dark frame d by
averaging K images X4ark captured in a completely dark en-
vironment?,

1
d= ? %: Xdark - (9)

In contrast to FPN, PRNU is a signal dependent multiplica-
tive noise source. To estimate PRNU, L images of a homo-
geneously illuminated scene Xjjgn; are required. For these
images, the realization of FPN is corrected by subtracting
the dark frame d. Subsequently, the corrected images are
averaged to determine the flatfield frame f,

f— % ;(xlight —a). (10)

Note that averaging is required for both dark and flatfield
frame generation in order to reduce the influence of temporal
noise.

Impeding Correct Identification of Image Origin

Equipped with the possibility to extract an estimate of FPN
and PRNU of a digital camera, an attacker can try to sup-
press a correct source identification [12]. Therefore, an im-

3The completely dark environment can be emulated by cov-
ering the lens.

age X taken with a specific camera has to be corrected by
means of the corresponding frames (d, f),

i:x;d. (11)

In practice, features derived from local disturbances (like
dust and scratches) might also be taken into account [5].
However, in case of digital camera identification local distur-
bances seem to be negligible.

Because it is difficult to generate an uniformly illuminated
scene inside a digital camera, flatfielding is typically not ap-
plied automatically. Furthermore, the application of perfect
flatfielding on a large number of images is difficult, since all
parameters (e.g., exposure time) used for estimating FPN
and PRNU must match the parameters of the target im-
age. Thus, dark and flatfield frames for all possible parame-
ter combinations would be required. For our investigations,
however, we work in a simplified scenario, in which dark and
flatfield frames were only created for one fixed parameter
set?, while different parameters were used for the acquisi-
tion of test images.

Many digital cameras allow to store the acquired images
as RAW, TIFF or JPEG compressed images. While RAW
image data offers a maximum of control over the final ap-
pearance, some cameras provide access only to already color
interpolated image data in formats like TIFF or JPEG. How-
ever, the application of flatfielding on color interpolated im-
age data is less accurate due to the smoothing of spatial
noise during the CFA interpolation.

In order to analyze the influence of noise reduction on the
correct identification of image origin, we applied flatfielding
to both RAW and TIFF images. The full resolution images
of our test data base originated from three digital cameras
(Canon PowerShot S45, Canon PowerShot S70 and Canon
Ixus IIs) and one Epson Perfection 1240U flatbed scanner.
The reference pattern for each image input device was com-
puted from 300 images. Both dark and flatfield frames were
calculated from 20 images each.

Figure 8 shows the results for RAW images and the Canon
S70 reference pattern. Note that we use two separate sets
of images to extract the reference pattern and to conduct

4The exposure time was set to 1/60 sec, the shutter speed to
5.0 and the ISO speed to 50.
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Figure 7: Evaluation of the dual path approach for upsampling (left column) and downsampling (right column).
Detection rates (top row) and average image qualities after attack (bottom row) for ¢ = 0.4. The size of
the applied median filter has minor influence on detection accuracy, whereas a smaller window size preserves

better image quality.

the identification tests. As can be seen from the graph,
the calculated correlation coefficients for flatfielded images
decreased considerably. This means that the characteristic
spatial noise could be suppressed to a very low level for all
images of our test set, though the correct identification of
image origin was successfully prevented only for a subset of
images. Not depicted for the sake of brevity are slightly infe-
rior results we achieved for flatfielding of color interpolated
image data (also using interpolated data to estimate d and
f).

Since flatfielding is actually used as an illumination correc-
tion method, it causes differences between original and pro-
cessed image. Consequently, the PSNR measure for image
quality shows discrepancies of about 30 dB. These values,
however, are misleading as flatfielding is known to subjec-
tively enhance (rather than degrade) the visual image qual-
ity, as opposed to unwanted side-effects of other image pro-
cessing operations.

Forging Digital Image Origin

While naive flatfielding merely suppresses spatial noise and
therefore allows to disturb the correct identification of image
origin, an attacker may also aim at forging the image source.
Once the camera’s specific noise pattern has been removed
by flatfielding, a different pattern can be added to the image
by inverse flatfielding,

y = X - fforge + dforge . (12)

The frames (dforge, fforge) correspond to the feigned digital
camera, i.e., the application of inverse flatfielding requires
access to the flatfielding frames of the corresponding digital
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Figure 8: Influence of flatfielding (FF) on digital

camera identification (raw image data). Flatfielding
suppresses the camera-specific spatial noise pattern.

camera. However, flatfielding frames might also be approxi-
mated from sets of images available on the Internet, e.g., by
drawing from large public image data bases like flickr. com.
To obtain dark and flatfield frames, an attacker could match
several homogenous image parts. Note that forging the ori-
gin of digital images ideally requires cameras with the same
physical resolution. In case of pretending a camera with a
smaller resolution, images have to be cropped. Contrary,



Canon S70
Canon S70 (IF) ¢
Canon S45 +
Ixus
\ Epson 1240U =

reference pattern: Canon S70

0.3

0.2

0.1 4

correlation coefficient p

T T T T T
0 50 100 150 200 250 300 350

image index

reference pattern: Canon S45 Canon 545 +

Canon S70
Canon S70 (IF)
Ixus e
0.3 - \ Epson 1240U =
1 +
0.2

0.1

correlation coefficient p

T T T T T T
0 50 100 150 200 250 300 350

image index

Figure 9: Influence of inverse flatfielding (IF) on digital camera identification (raw image data) for reference
patterns corresponding to the actual image origin (left) and the forged image origin (right). Inverse flatfielded
images are assigned to forged image origin rather than to the original one.

forging a higher resolution camera results in incompatible
image sizes since the resulting images are of a smaller di-
mension than images typically acquired with this camera.

Figure 9 depicts the results for inverse flatfielding. Using
the same test set as described above, the origin of images
from the Canon PowerShot S70 was forged to appear as im-
ages from the Canon PowerShot S45. The left graph shows
the correlation coefficients between the Canon S70 reference
pattern, and both the original Canon S70 images and the
inverse flatfielded images. The results are similar to those
after naive flatfielding, i.e., it is impossible to detect the gen-
uine image source reliably. As the attack aimed at feigning
a Canon S45 origin, the right graph shows the correlation
coefficients for the Canon S45 reference pattern. The results
demonstrate that it is possible to forge image origin, since
the correlation coefficients for the forged images are compa-
rable to those of true Canon S45 images.

Analog to the case of naive flatfielding, inverse flatfielding
works also for interpolated data. However, as this simplified
approach to flatfielding covered only one fixed parameter
set to generate dark and flatfield frames, the attack was not
able to completely suppress all traces of the original camera’s
reference pattern. Thus, a more accurate flatfielding has to
be applied when using this forgery method in practice.

4. CONCLUDING REMARKS

This paper has taken a critical view on the reliability of
forensic techniques as tools to generate evidence of authen-
ticity for digital images. Corresponding to the objective of
image authentication schemes, three possible goals of attacks
were pointed out. We have discussed an approach for image
manipulations undetectable to the resampling detector of
Popescu and Farid [16]. Moreover, we have demonstrated
how to suppress a reliable image source identification with
Luk&s et al.’s method [11], and we have shown a way to
falsely frame an ‘innocent’ camera in the source identifica-
tion scheme.

More precisely, the following techniques stand behind these
results: To avoid typical traces of geometric image transfor-

mations in terms of systematic dependencies between ad-
jacent pixels, geometric distortions during the resampling
process were introduced. We found that a dual path ap-
proach designed to suppress traces of resampling in the trans-
formed image’s high frequency component only is partic-
ularly promising. Moreover, flatfielding can be used as a
method to reduce spatial noise, which is the key to camera
identification. While naive flatfielding allows to impede the
correct identification of the image source, inverse flatfielding
can be used to forge an image origin. Apart from their abil-
ity of misleading the respective forensic tools, the proposed
attacks do not introduce visual artifacts.

It is well-known from the security community that devel-
opment of attacks fruitfully helps to improve the security
of next generation algorithms. As we designed our attacks
in terms of targeted attacks, it is obvious that our results
are limited to the specific detection methods under investi-
gation. Thus, it is still possible that further improved detec-
tion methods will be able to cope with our attacks. However,
such improved detection schemes can be subject to even bet-
ter targeted attacks by farsighted counterfeiters, what might
trigger a cat-and-mouse game between forensic and counter-
forensic techniques.

Furthermore, in practice, forensic evidence will often be
based on several methods rather than on one specific algo-
rithm. This is particularly true in the field of manipulation
detection, in which an elaborate forensic analysis with re-
gard to several manipulation techniques obviously increases
the quality of the decision whether an image has been tam-
pered with or not. Reliable source identification seems im-
possible when indications of potential post-processing steps
are not taken into account. In a stylized forensic process
flow, as depicted in Figure 10, both the manipulation detec-
tor and the source identification may consist of one or more
forensic algorithms. Information obtained from the manipu-
lation detector may be used to fine-tune the process of source
identification, and vice versa. The dashed arrow indicates
that a more thorough investigation of image consistency may
be feasible once information about the digitization device is
available. One step further ahead, one can conceive power-



ful machine learning classifiers that draw on a large set of
orthogonal criteria. Although an attacker might adapt to
several forensic algorithms, it is unlikely that he is able to
preserve the manifold of all relevant image statistics.

- -

£
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manipulated? device?

Figure 10: Process flow for a combined image foren-
sic scheme.

Finally, we would like to point out that the two selected
forensic techniques are not known to be weak or unreliable
tools. On the contrary, these particular methods were cho-
sen in order to build example attacks against powerful and
challenging forensic algorithms. And we believe that many
other published techniques would be vulnerable to targeted
attacks of comparable sophistication. Therefore, the results
presented in this paper suggest that the question whether
digital image forensics can be trusted has to be answered
with no; at least to the extent that currently known tech-
niques are concerned. Whether it will ultimately be possible
to construct powerful forensic tools which resist deliberate
attacks of informed counterfeiters remains an interesting and
— given the number of real-world applications — relevant
question for further research.
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