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ABSTRACT

In this paper, we study the EfficientNet family pre-trained on ImageNet when used for steganalysis using transfer learning. We show that certain “surgical modifications” aimed at maintaining the input resolution in EfficientNet architectures significantly boost their performance in JPEG steganalysis, establishing thus new benchmarks. The modified models are evaluated by their detection accuracy, the number of parameters, the memory consumption, and the total floating point operations (FLOPs) on the ALASKA II dataset. We also show that, surprisingly, EfficientNets in their “vanilla form” do not perform as well as the SRNet in BOSSBase+BOWS2. This is because, unlike ALASKA II images, BOSSBase+BOWS2 contains aggressively subsampled images with more complex content. The surgical modifications in EfficientNet remedy this underperformance as well.
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1 INTRODUCTION

Steganalysis with machine learning has undergone an explosive development during the past five years. The previous state of the art in the form of rich (high-dimensional) media models [1–8] has quickly been replaced with convolutional neural networks (CNNs) [9–18]. The early network architectures aimed at detection of steganography have been designed by domain-area experts, which explains the inheritance of certain elements in early network designs, such as high-pass preprocessing of images [9, 10], non-random initialization by filters used in rich models [11] or discrete cosine transform (DCT) kernels [18], and use of, what appears from today’s point of view as non-traditional activations, such as the thresholded linear unit [11], absolute value [10], and Gaussian activation [9]. This was driven by a firm belief of domain experts that the task of steganalysis is somehow fundamentally different from the main objective of computer vision, which is object classification. Fundamentally, though, detection of modern content-adaptive steganography is equivalent to detecting noise-like signals shaped by the content itself. It is thus not surprising that CNNs trained on computer vision tasks are a good starting point for transfer learning in steganalysis, as well as the closely related field of digital forensics [19–22].

This is confirmed by the proliferation of pre-trained models from computer vision in the recent Kaggle competitions in Camera Model Identification,1 Deep Fake Detection,2 and especially, in the ALASKA II [23] JPEG steganalysis challenge.3 Many participants in ALASKA II [24–26] used the popular EfficientNet [27] pre-trained on ImageNet [28] and refined for steganalysis in the JPEG domain. Such architectures achieved markedly better performance [23, 24] than the popular SRNet [29] considered as one of the state-of-the-art CNNs for steganalysis.

In this paper, we investigate several “surgical modifications” of the EfficientNet family to further improve their performance for steganalysis while keeping in mind the computational complexity both in terms of FLOPs, the memory consumption, and the number of parameters. The main idea for the surgical modifications follows what has already been hinted at in [10, 11] and further exploited in [29], namely that decreasing the resolution of the networks in early layers via pooling or striding negatively affects their detection
accuracy as such operations enhance image content while suppressing the noise-like stego signal. Using the ALASKA II dataset as a benchmark, we investigate several types of surgical modifications in terms of their performance and computational complexity.

Note that we do not investigate after-the-fact model compression methods such as pruning [30, 31] or distillation [32], as these are conventionally applied after an initial training, and can be applied to any architecture.

We also study the EfficientNet family in other, aggressively down-sampled image datasets, such as the BOSSBase, where the EfficientNet family does not seem to perform as well with respect to the SRNet. We attribute this drop to the aggressive subsampling of images and show that the proposed surgical modifications significantly improve EfficientNet detection accuracy.

In the next section, we introduce the notation used in this paper. Section 3 lays out the experimental setting. Section 4 describes the ImageNet pre-trained CNNs and their building blocks. Section 5 describes the proposed “surgical modifications.” Section 6 studies the ImageNet pre-trained EfficientNet in other datasets. The paper is concluded in Section 7.

2 NOTATION
For consistency with the results from the ALASKA II competition, we evaluate the detectors’ performance using the weighted area under the receiver operating characteristic (ROC) curve (wAUC)

$$\text{wAUC} = \int_0^1 w(P_D(P_{FA}) \times P_D(P_{TA}) \times P_{TA},$$

where $P_D(P_{FA})$ is the probability of detection of a stego image as a function of the probability of false alarm, which defines the ROC curve. The weighting function is $w(P_D) = 2$ if $P_D < 0.4$ and $w(P_D) = 1$ if $P_D \geq 0.4$ normalizes the wAUC to be in the interval $[0, 1]$. For reference, we also occasionally report the minimum average error rate under equal priors $P_E = \min(P_D(P_{FA}) + P_{TA}).$

FLOPs is the total number of floating point operations performed to do a single forward pass using a single image input, computed using the ‘fvcore’ package from Facebook Research. Note that only multiplications are counted while additions as well as the bias are ignored. For example, a $k \times k \times C_{out}$ convolution layer with no stride and same padding operating on a $C_{in} \times H \times W$ has FLOPs = $k^2HW + C_{in}C_{out}$.

We measure the GPU memory needed to train a model using the peak memory consumption from the ‘nvidia-smi’ output. To this end, we choose a batch-size of 8, a single GPU, and the other hyper-parameters as detailed in 4.2. Note that the memory consumption is only an estimate and strongly depends on the implementation used. Also, it should not be confused with the total GPU memory needed since a larger batch-size is used (using data parallelism over multiple GPUs) as detailed in 4.2.

3 EXPERIMENTAL SETTING
The ALASKA II [23] dataset contains $3 \times 25,000$ different cover images compressed with quality factors 75, 90, and 95, and the same number of stego images embedded with J-UNIWARD [33], J-MiPOD [34], and UERD [35], making the training set size $4 \times 75,000$ images. The payload embedded in each image was scaled so that all images were approximately equally difficult to detect – comparatively smaller payloads were embedded in smooth images with larger payloads in highly textured or noisy images. The average payload embedded across the database was 0.4 bits per non-zero AC DCT coefficient (bynzac). The dataset was randomly divided into three sets with $4 \times 3 \times 22,000, 4 \times 3 \times 1,000$, and $4 \times 3 \times 2,000$ images, for training, validation, and testing respectively. The splits were made compatible with those used in [24]. Note that, unlike [24], this paper does not report results using test-time augmentation (TTA).

Section 6.1 describes additional datasets used to investigate the ImageNet pre-trained models in different settings. We describe those settings within Section 6 for better readability.

4 EFFICIENTNET FOR JPEG STEGANALYSIS

4.1 EfficientNet and SE-ResNet
Our investigation is constrained to the EfficientNet family widely used by the top competitors in the Alaska II challenge, and ultimately compared with the SE-ResNet [36] used by the winner of the competition. Other work [24] reports on the MixNet [37] architecture, which we argue achieves a very similar performance as the EfficientNet due to strong architecture similarities. Thus, we do not report results using the MixNet family for this reason but expect our contributions to transfer to such similar architectures.

The EfficientNet is built using the Inverted Residual Block [38] (IR) depicted in Figure 1. The lightweight depth-wise separable convolution (D-Conv) is the key to the network’s efficiency. On the other hand, the SE-ResNet uses the classical ResNet Block [39]. Both architectures use the Squeeze & Excite Block [36] with different reduction parameters.

4.2 Transfer learning procedure
Fine-tuning ImageNet pre-trained models on a steganalysis task is done using multi-class cross-entropy loss and the AdamW optimizer with $10^{-2}$ weight decay for 60 epochs using a cosine learning rate scheduler with a start LR of $10^{-3}$ and end LR of $2 \times 10^{-5}$, and $D_4$ training augmentation. The model is converted and trained in Automatic Mixed Precision (AMP). We used a minimum batch size of 24, which was increased for smaller architectures to speed up training. The mini-batches were not pair-constrained, which means that on average, one batch included 1/4 cover images and 3/4 stego images randomly sampled. The JPEG images were decompressed to RGB color space without rounding or clipping. After training, we chose the best checkpoint based on the wAUC metric on the validation set.

5 “SURGICAL MODIFICATIONS” IMPROVE EFFICIENTNET
The Alaska II Kaggle competition has shown that many successful ImageNet pre-trained CNNs can achieve a very competitive performance when fine-tuned on a steganalysis task. Moreover, carefully modified ImageNet pre-trained CNNs can be made even
Figure 1: (a) The Inverted Residual block used in the EfficientNet architecture, \( t \) denotes the expansion parameter of the block. (b) The ResNet Block used in SE-ResNet18. (c) The Squeeze & Excite block, \( r \) denotes the reduction parameter. In (a) and (b) Conv Blocks are composed of a Convolution layer, Batch Normalization layer, and an Activation.

better. We consider two types of “surgical modifications”: ablation of downsampling elements in the architectures (stride, pooling) and insertion of additional layers operating on high-resolution feature representations.

5.1 Stem stride ablation

In [24], the authors show that the performance of the MixNet-S can be significantly improved by removing the stride from its stem. This was also reported by many competitors.\(^5\) We report similar results with the EfficientNet family for consistency with the paper’s experiments. Table 1 shows that removing strides from the stem (no stride L0) and from the next strided block (no stride L2) of EfficientNet B0 significantly improves the performance but comes at a substantial price in FLOPs and memory requirements because the convolutions will operate on 4\( \times \) larger volumes after each removed stride. Removing strides from the stem of EfficientNet B4 gives a stellar performance but with an unreasonably high memory consumption making the training extremely slow.

For SE-ResNet, we first remove the max-pooling in the stem and train for 10 epochs, then remove the stride and continue the training. Note that this was not described by the winner of the Alaska II competition in [26] but was essential to successfully train the modified architecture with the hyper-parameters of our experiments. Similarly, this surgical modification comes at a substantial price in FLOPs.

<table>
<thead>
<tr>
<th>Surgical modification</th>
<th>wAUC</th>
<th>FLOPs (B)</th>
<th>Params (M)</th>
<th>Mem (MiB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vanilla B0</td>
<td>.92601</td>
<td>2.15</td>
<td>4.01</td>
<td>3,354</td>
</tr>
<tr>
<td>B0 no stride L0</td>
<td>.92844</td>
<td>8.31</td>
<td>4.01</td>
<td>10,162</td>
</tr>
<tr>
<td>B0 no stride L2</td>
<td>.93552</td>
<td>30.73</td>
<td>4.01</td>
<td>24,184</td>
</tr>
<tr>
<td>B4 no stride L0</td>
<td>.94408</td>
<td>31.63</td>
<td>17.56</td>
<td>21,484</td>
</tr>
<tr>
<td>B6 no stride L0</td>
<td>.94618</td>
<td>69.97</td>
<td>40.74</td>
<td>40,186</td>
</tr>
</tbody>
</table>

Table 1: wAUC, FLOPs, and the number of parameters of different modifications of the EfficientNet family.

Note that disabling stride and/or pooling in the stem does not change the number of parameters of a network, however the computational cost (GPU memory and FLOPs) to train it increase significantly. This motivates our choice to use FLOPs as a model-complexity measure.

\(^5\)https://www.kaggle.com/c/alaska2-image-steganalysis/discussion
5.2 Unpooled layers implant

In this section, we show that the performance can be improved at a much lower cost in term of FLOPs and memory requirements by inserting layers at influential parts of the architecture, namely in early layers to mimic the "unpooled layers" of steganalysis CNNs, such as the SRNet.

Some Alaska II competitors reported performance increase when adding layers to the EfficientNet architecture [40]. We call this surgical modification "pre-stem insertion," since the layers are implanted before the stem. The original modification described in [40] only included 3 convolutional blocks with an increased number of channels. We show that using 4 blocks and a large number of channels from the first block is beneficial. Note that we did not modify the last two layers as described in [40] as this degraded the performance in our experiments.

Additionally, we introduce a new surgical modification called "post-stem" insertion, which (i) disables the downsampling operation in the stem and (ii) inserts convolutional blocks after the stem, last of which has a stride of 2. In essence, post-stem and pre-stem are very similar architectures, with post-stem being more computationally efficient and more accurate as shown in Table 3.

We choose to study the post-stem surgery further by changing some of its design hyper-parameters. Increasing the expansion parameter $t$ of the implanted Inverted Residual blocks improves the representation capacity of those layers by allowing to form a larger number of noise residuals. Using the ResNet blocks instead of the lightweight Inverted Residual blocks also allows the implants to form more complex residuals. Both changes improve the performance as shown in Table 4. These improvements prove, yet again, the importance of the early unpooled layers in the architectures. Note that these improvements also come at a FLOPs cost, making the surgically modified model more computationally demanding but still having a better performance-memory to compute trade-off than the stride ablation studied in Section 5.1.

### Table 3: wAUC, FLOPs, and the number of parameters of different modifications of the EfficientNet-B0.

<table>
<thead>
<tr>
<th>Surgical modification</th>
<th>wAUC</th>
<th>FLOPs (B)</th>
<th>Params (M)</th>
<th>Mem (MiB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vanilla B0</td>
<td>.92601</td>
<td>2.15</td>
<td>4.01</td>
<td>3.354</td>
</tr>
<tr>
<td>B0 - original pre-stem</td>
<td>.92902</td>
<td>7.16</td>
<td>4.04</td>
<td>3.978</td>
</tr>
<tr>
<td>B0 - pre-stem IR blocks $t = 1$</td>
<td>.93313</td>
<td>4.88</td>
<td>4.02</td>
<td>6.812</td>
</tr>
<tr>
<td>B0 - post-stem IR blocks $t = 4$</td>
<td>.93506</td>
<td>12.15</td>
<td>4.05</td>
<td>13.840</td>
</tr>
</tbody>
</table>

### Table 4: wAUC, FLOPs, and the number of parameters of different variants of the post-stem surgical modification with the EfficientNet-B0.

<table>
<thead>
<tr>
<th>Surgical modification</th>
<th>wAUC</th>
<th>FLOPs (B)</th>
<th>Params (M)</th>
<th>Mem (MiB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B0 - post-stem IR blocks $t = 1$</td>
<td>.93313</td>
<td>4.88</td>
<td>4.02</td>
<td>6.812</td>
</tr>
<tr>
<td>B0 - post-stem IR blocks $t = 4$</td>
<td>.93506</td>
<td>12.15</td>
<td>4.05</td>
<td>13.840</td>
</tr>
<tr>
<td>B0 - post-stem ResNet blocks</td>
<td>.93623</td>
<td>18.31</td>
<td>4.08</td>
<td>6.488</td>
</tr>
</tbody>
</table>

5.3 Do we gain from ImageNet pre-training of modified CNNs?

We also study the effects of the number of inserted layers in Figure 2, which shows that the performance increases with increasing number of blocks, then saturates at 4 inserted ResNet blocks. We hypothesize that this optimal number of inserted layers depends on the cover and/or stego source and would require to be validated accordingly. However, for the sake of the experiments in this paper, we fix a number of inserted layers of 4 for the post-stem surgery, keeping in mind that this number might be different for different scenarios (e.g., spatial domain steganalysis).

Figure 3 describes all insertion strategies proposed and studied in this paper. The insertion strategies are shown with 4 added blocks, determined by the results shown in Figure 2. We show the performance of the modifications studied in Figure 4, removing the stride performs best but at a significant memory cost as discussed in Section 5.1, the next best modification coming at a lower memory cost is the post-stem with ResNet blocks. The SE-ResNet18 with stride and pooling removed has a significant FLOPs count due to the use of the expensive ResNet blocks, but has a reasonable memory footprint thanks to its reduced size. A similar trend is observed with $P_E$ as a metric instead of the wAUC. The equivalent of Figure 4 with the $P_E$ metric is shown in Figure 7 in the Appendix for reference.

![Figure 2: wAUC vs. FLOPs of EfficientNet-B0 with a post-stem modification and a varying number of inserted convolutional blocks.](image-url)
Figure 3: All surgical modifications studied. Blue blocks are the inserted blocks. In (a) and (b) the stem* convolutional kernels are duplicated and concatenated to match the previous layer’s dimension.

Table 5: wAUC of EfficientNet-B0 with post-stem with Inverted Residual Block \( t = 1 \) and unchanged. Modification done at the pre-training stage or at the transfer learning stage.

<table>
<thead>
<tr>
<th></th>
<th>Pre-trained w/ modification</th>
<th>Surgically modified</th>
</tr>
</thead>
<tbody>
<tr>
<td>B0 - post-stem</td>
<td>.93391</td>
<td>.93313</td>
</tr>
<tr>
<td>(control) Vanilla B0</td>
<td>.92609</td>
<td>.92601</td>
</tr>
</tbody>
</table>

6 WHERE DOES EFFICIENTNET SHINE?

6.1 Additional experimental setting

For this section, we use two more datasets to compare the effectiveness of the ImageNet pre-trained EfficientNet in different settings.

BOSSbase+BOWS2 is the union of BOSSbase 1.01 [41] and BOWS2 [42] converted to grayscale and resized to 256×256 using Matlab’s ‘imresize’ with default parameters. We use JPEG quality factors 75, 90, and 95 and embedding schemes J-UNIWARD, J-MiPOD, and UERD at 0.4, 0.4 and 0.2 bpnzac respectively (fixed payload sender). The dataset is randomly divided into three sets with 4×3×14,000 (BOSSbase+BOWS2), 4×3×1,000 (BOSSbase), 4×3×5,000 images (BOSSbase) for training, validation, and testing respectively. The splits are also made compatible with [29]. Note that for consistency with the results from the ALASKA II competition, we used the same versions of the previously listed embedding schemes as in the competition’s dataset. New versions of the J-MiPOD [43] or correctly implemented UERD were not considered.

We create a new dataset called ALASKA II BOSS-style which contains raw images from the ALASKA II dataset, processed using the BOSSbase processing script and resized to 256×256 using ImageMagick’s ‘resize’ with default parameters. We use the same embedding script as the ALASKA II dataset with an average payload across database of 0.2 bpnzac (Detectability Limited Sender [44]). The dataset is divided into the same splits as the ALASKA II dataset.

---

6 https://github.com/lukemelas/EfficientNet-PyTorch
6.2 Training and transfer learning procedure

We use the SRNet [29] without the pair-constraint [24] as a baseline to evaluate EfficientNet in these additional datasets. SRNet was first trained on QF75 with the pair-constraint for 200 epochs then refined on QF75, 90, and 95 without the pair-constraint for another 100 epochs. Training was done with the multi-class cross-entropy loss, using the Adamax optimizer with a $10^{-4}$ weight decay, the OneCycle learning rate scheduler with a start LR of $4 \times 10^{-5}$, a maximum LR of $10^{-3}$, and an end LR of $2 \times 10^{-5}$. Inputs were also transformed to RGB for color images without rounding or clipping, and divided by 255 before feeding to the network.

For the ImageNet pre-trained EfficientNet and SE-ResNet18, we used the same hyper-parameters as in 4.2. For grayscale BOSS-base+BOWS2, we insert a $1 \times 1$ convolution layer with 3 output channels before the stem to match the input channels of the pre-trained stem.

6.3 The effect of BOSS-style processing

This investigation section started by noticing the surprising difference between the first two columns in Table 6: in the ALASKA II dataset, the vanilla EfficientNet-B4 outperforms SRNet, but in the BOSSbase+BOWS2 dataset, SRNet outperforms the EfficientNet-B4. Note that this was also observed in [24] with the ALASKA I [45] dataset.

In [24], the authors hypothesized that this shift is due to the fact that ImageNet pre-trained models might be more data efficient than the SRNet trained from scratch.

However, we show that the main differences between the first two columns of Table 6 are mostly due to the cover processing pipeline because using a “BOSSbase-style” ALASKA II processed database again shows EfficientNet-B4 underperforming.

Table 6 shows that vanilla versions of ImageNet pre-trained models underperform in strongly subsampled cover sources, such as BOSSbase+BOWS2 and BOSS-style datasets. We hypothesize that this is due to their lack of unpooled layers. Strongly subsampled cover sources exhibit more high frequency content, which will require more layers operating at the original resolution. The proposed surgical modifications help mitigate this effect as they introduce more unpooled layers into the architecture.

Note that this observation does not hold for the UERD embedding scheme. This is because the ALASKA II competition used a faulty implementation of UERD that concentrates most of the embedding changes at the image boundary and thus is much less dependent on the cover source.

We verify that BOSS-style datasets have indeed more high frequency content by computing the average energy of the KB [46] residual over 500 images from the original ALAKA II and the ALASKA II BOSS-style. Figure 6 shows the distributions of the
We propose and study several different ways to modify the EfficientNet architecture to significantly improve performance for JPEG steganalysis. These so-called "surgical modifications" are done at the transfer-learning stage to substantially improve the performance upon the original (vanilla) EfficientNet architectures. The post-stem modification boosts the performance while keeping the computational cost and the memory requirements reasonable by increasing the number of unpooled layers in the architecture. Removing the stride in the stem of the EfficientNet architectures, on the other hand, requires large GPU memory for training. The modified models reach state-of-the-art performance with less than 1/2 of the FLOPs of the current best model on the ALASKA II dataset.

We also test the EfficientNet family in different datasets and notice that in strongly subsampled cover sources (e.g., BOSS-base+BOWS2), they underperform with respect to the SRNet due to their lack of unpooled layers. The proposed surgically modified EfficientNet architectures overcome this issue and surpass the popular SRNet on a variety of datasets.

More broadly, this paper confirms that off-the-shelf successful computer vision architectures, such as the EfficientNet, can reach unparalleled performance in JPEG steganalysis. No special elements were added to the architecture besides the unpooled layers known to be beneficial for steganalysis.

7 CONCLUSION

We propose and study several different ways to modify the EfficientNet architecture to significantly improve performance for JPEG steganalysis. These so-called "surgical modifications" are done


[33] R. Cogranne, “J-MiPOD source code,” personal communication, [e-mail; sent 21-December-2020].


8 APPENDIX
We show the details of the performance of all architectures studied in this paper for every stego scheme and JPEG quality factor in the ALASKA II dataset.
### Table 7: wAUC, FLOPs, memory, and the number of parameters of different architectures and surgical modifications in the ALASKA II dataset.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Model</th>
<th>Surgical Modification</th>
<th>QF75</th>
<th>QF90</th>
<th>QF95</th>
<th>FLOPs (B)</th>
<th>Params (M)</th>
<th>Mem (MiB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B0</td>
<td>None</td>
<td></td>
<td>.9513</td>
<td>.9653</td>
<td>.9517</td>
<td>.8766</td>
<td>.8777</td>
<td>.8847</td>
</tr>
<tr>
<td></td>
<td>No stride L0</td>
<td></td>
<td>.9529</td>
<td>.9640</td>
<td>.9539</td>
<td>.8575</td>
<td>.8830</td>
<td>.8881</td>
</tr>
<tr>
<td></td>
<td>No stride L2</td>
<td></td>
<td>.9593</td>
<td>.9637</td>
<td>.9550</td>
<td>.8892</td>
<td>.9444</td>
<td>.9054</td>
</tr>
<tr>
<td></td>
<td>Original pre-stem</td>
<td></td>
<td>.9515</td>
<td>.9623</td>
<td>.9481</td>
<td>.8768</td>
<td>.8846</td>
<td>.8941</td>
</tr>
<tr>
<td></td>
<td>Pre-stem IR blocks $t = 1$</td>
<td></td>
<td>.9552</td>
<td>.9662</td>
<td>.9553</td>
<td>.8866</td>
<td>.9195</td>
<td>.8967</td>
</tr>
<tr>
<td></td>
<td>Post-stem IR blocks $t = 1$</td>
<td></td>
<td>.9532</td>
<td>.9649</td>
<td>.9563</td>
<td>.8854</td>
<td>.9295</td>
<td>.9003</td>
</tr>
<tr>
<td></td>
<td>Post-stem IR blocks $t = 4$</td>
<td></td>
<td>.9523</td>
<td>.9640</td>
<td>.9569</td>
<td>.8904</td>
<td>.8973</td>
<td>.9048</td>
</tr>
<tr>
<td></td>
<td>Post-stem ResNet blocks</td>
<td></td>
<td>.9552</td>
<td>.9650</td>
<td>.9559</td>
<td>.8932</td>
<td>.9004</td>
<td>.9066</td>
</tr>
<tr>
<td>B4</td>
<td>None</td>
<td></td>
<td>.9542</td>
<td>.9624</td>
<td>.9497</td>
<td>.8783</td>
<td>.8788</td>
<td>.8860</td>
</tr>
<tr>
<td></td>
<td>No stride L0</td>
<td></td>
<td>.9608</td>
<td>.9699</td>
<td>.9631</td>
<td>.9069</td>
<td>.9116</td>
<td>.9149</td>
</tr>
<tr>
<td></td>
<td>Post-stem IR blocks $t = 1$</td>
<td></td>
<td>.9587</td>
<td>.9671</td>
<td>.9578</td>
<td>.8956</td>
<td>.8996</td>
<td>.9067</td>
</tr>
<tr>
<td></td>
<td>Post-stem ResNet blocks</td>
<td></td>
<td>.9620</td>
<td>.9692</td>
<td>.9585</td>
<td>.8971</td>
<td>.9037</td>
<td>.9097</td>
</tr>
<tr>
<td>B6</td>
<td>None</td>
<td></td>
<td>.9534</td>
<td>.9644</td>
<td>.9514</td>
<td>.8848</td>
<td>.8901</td>
<td>.8920</td>
</tr>
<tr>
<td></td>
<td>No stride L0</td>
<td></td>
<td>.9625</td>
<td>.9715</td>
<td>.9628</td>
<td>.9093</td>
<td>.9139</td>
<td>.9168</td>
</tr>
<tr>
<td></td>
<td>Post-stem IR blocks $t = 1$</td>
<td></td>
<td>.9590</td>
<td>.9685</td>
<td>.9542</td>
<td>.8986</td>
<td>.9036</td>
<td>.9072</td>
</tr>
<tr>
<td></td>
<td>Post-stem ResNet blocks</td>
<td></td>
<td>.9625</td>
<td>.9707</td>
<td>.9597</td>
<td>.9054</td>
<td>.9073</td>
<td>.9138</td>
</tr>
<tr>
<td>SE-ResNet18</td>
<td>None</td>
<td></td>
<td>.9321</td>
<td>.9363</td>
<td>.9298</td>
<td>.8019</td>
<td>.7668</td>
<td>.7534</td>
</tr>
<tr>
<td></td>
<td>No stride/pool L0</td>
<td></td>
<td>.9621</td>
<td>.9686</td>
<td>.9570</td>
<td>.8999</td>
<td>.9104</td>
<td>.9116</td>
</tr>
</tbody>
</table>

### Figure 7: $1 - P_E$ vs. FLOPs and memory requirements of different surgical modifications in the ALASKA II dataset.